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Abstract

Neural networks have been used to forecast time series for decades. One of the
key elements enabling most of the field’s recent achievements is the training
of a single neural network on large collections of related time series. This
approach, however, often considers each time series independently from the
others and, consequently, discards dependencies that might be instrumental
for accurate predictions. Nonetheless, the alternative of modeling the full
collection as a large multivariate time series cannot scale as it does not exploit
the structure of the data to reduce computational and sample complexity.
In this research, we aim to address the shortcomings of the state of the art
in correlated time series forecasting by relying on graph representations and
graph deep learning methods. We propose graph-based predictors that model
pairwise relationships among time series by conditioning forecasts on a (possibly
dynamic) graph spanning the collection. The conditioning is implemented as
an architectural bias directly embedded into the processing; as we will show,
this inductive bias enables the training of global forecasting models on large
sensor networks by accounting for local correlations (graph edges) among time
series (graph nodes). Our research introduces a comprehensive methodological
framework characterizing the family of these predictive models and provides
design principles for graph-based forecasting. Within this context, we propose
methods to tackle the inherent challenges of the field, i.e., dealing with missing
data, sparse observations, local effects, and latent relational dependencies. The
computational scalability of the proposed framework is also addressed, together
with methodologies enabling transfer learning and hierarchical forecasting.
Extensive empirical results validate the introduced methodologies and place
graph deep learning methods among the most important tools available in
modern forecasting.
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Chapter 1

Introduction

In modern cyber-physical systems, physical and virtual sensors continuously
produce large amounts of data. The result is a large collection of correlated
time series that learning systems should integrate and process to make accurate
predictions. Exploiting temporal dependencies as well as relationships across
time series is crucial to building models that can scale and make accurate
predictions. Proper inductive biases, i.e., soft or hard structural assumptions
steering the learning system toward the most plausible models, are and have
been among the key ingredients enabling many of the successes of deep learning
systems [Hochreiter and Schmidhuber, 1997; Sperduti and Starita, 1997; LeCun
and Bengio, 1998|. Similarly, traditional statistical methods for time series
analysis leverage the structure of the data generating process to obtain effective
models [Harvey et al., 1990; Hyndman et al., 2002].

Deep learning models have become fundamental tools in modern forecasting
practice [Benidis et al., 2022; Petropoulos et al., 2022]. The most successful
approach consists of training a single deep network on collections of related time
series while sharing parameters [Smyl, 2020; Salinas et al., 2020; Benidis et al.,
2022]. Although this allows for training large (global) models on vast amounts of
data, the resulting predictors process a time series at a time: they cannot take
advantage of existing relationships among time series. Conversely, considering
sequences in a collection as a single multivariate time series suffers from the
curse of dimensionality, does not enjoy the benefits of parameter sharing, and
does not take into account any structural (spatial) prior knowledge. Consider
the setting we discussed in the first paragraph, i.e., the large variety of sensors
that permeate any modern infrastructure (e.g., traffic networks and smart grids).
The resulting sets of time series have inherently rich spatiotemporal structure and
spatiotemporal dynamics. In these settings, the mentioned standard approaches



appear hopelessly inadequate. In particular, they cannot account for any prior
on the existing relationships and would most likely fall short in capturing
dependencies among time series. Pruning of spurious relationships by exploiting
prior knowledge could help, provided a method for encoding the appropriate
learning biases.

In this research, we argue that graph deep learning (GDL) [Bacciu et al., 2020
Bronstein et al., 2021| provides the appropriate framework and architectural
biases to go beyond the limitations of the current state of the art in deep learning
for time series forecasting. Within the GDL framework, dependencies can be
modeled in terms of pairwise relationships among time series in the collection.
The resulting representation is a graph where each time series is associated with
a node and functional relationships among them are represented as edges. The
conditioning of the predictor on observations at correlated time series can then
be embedded as an inductive bias into the neural architecture. Graph neural
networks (GNNs), e.g., based on the message-passing (MP) framework [Gilmer
et al., 2017], provide the suitable neural operators and the proper computational
and modeling framework. In particular, GNNs allow for both sharing parameters
among time series and accounting for observations at neighboring nodes (related
time series) [Cini et al., 2024].

Since the first applications of GDL to time series processing |Li et al.,
2018; Yu et al., 2018], the resulting models, called spatiotemporal graph neural
networks (STGNNs), have become well-established among practitioners [Jin
et al., 2023b]. STGNNs implement global and inductive architectures for
forecasting correlated time series, addressing the shortcomings of standard deep
learning predictors and opening up a large design space of methodologies and
architectures. Consequently, researchers have been proposing a large variety of
STGNNs by integrating MP into popular sequence modeling architectures, e.g.,
by exploiting MP to implement the gates of recurrent cells [Seo et al., 2018; Li
et al., 2018] and propagate representations in fully convolutional [Yu et al., 2018;
Wu et al., 2019] and attention-based architectures [Zheng et al., 2020; Wu et al.,
2022; Marisca et al., 2022]. The resulting STGNNs have been successful in a wide
range of time series benchmarks ranging from traffic flow prediction [Li et al.,
2018; Yu et al., 2018; Wu et al., 2019], air quality monitoring [Chen et al., 2021b;
Iskandaryan et al., 2023], and energy analytics [Eandi et al., 2022; Cini et al.,
2023al, to financial time series [Chen et al., 2018b; Matsunaga et al., 2019], and
biomedical signal processing Zhang et al. [2022]. However, the foundations of the
field had not been systematically laid out yet. In particular, observed empirical
results had not been contextualized within a proper methodological framework.
For example, global and local aspects of graph-based forecasting models have



3 1.1 Goals and challenges

been discussed, for the first time, only in the context of this thesis [Cini et al.,
2023c¢|. Furthermore, methodologies to deal with the structural challenges in
adopting such models in practical applications were lacking. These challenges,
as discussed in the next section, include dealing with heterogeneous dynamics,
missing data, latent dependencies, and computational scalability issues. In this
research, we tackle such challenges and show that graph-based neural operators
allow for building effective, principled, and scalable forecasting models.

1.1 Goals and challenges
The objective of the research project can be summarized as follows.

Goal The goal of the thesis is to introduce a comprehensive methodological
framework instrumental to designing GDL methods for time series fore-
casting. We frame the problem from the appropriate perspective and
provide the necessary tools and theory. We show that graph-based process-
ing allows for building scalable global predictors while taking structural
dependencies among time series into account.

To achieve this goal, we introduce methodologies to deal with challenges inherent
to the adopted processing framework. Said challenges can be detailed as follows.

Ch. 1: Local effects. Time series in a collection might be heterogeneous and
characterized by specific dynamics (local effects) not easily captured by
a global model. This issue might be addressed by specializing graph-
based forecasting models to such dynamics, which, however, makes the
transferability of the learned model to different sensor networks more
challenging.

Ch. 2: Missing data. Missing data and intermittent observations (across
both time and space) are inherent to any application involving a network
of sensors. This makes the processing challenging, particularly in those
applications characterized by extremely sparse observations.

Ch. 3: Latent graph learning. Available relational information can be in-
accurate, inadequate, or completely missing. Exploiting relational archi-
tectures in such a setting requires learning graphs from data.

Ch. 4: Scalability. In real-world applications, tens of thousands of sensors
acquire data at high frequency. Processing the resulting observations



4 1.2 Contributions

Challenges Graph deep learning for time series forecasting

History Predictions
Local dynamics
Missing data
@ Graph learning
Scalability

ouds
x

time

Figure 1.1. Outline of the research project highlighting the research goal and related
challenges.

over both time and space has a high computational cost. Effectively ex-
ploiting the available spatiotemporal dependencies can then be extremely
challenging and requires ad-hoc scalable operators.

A schematic outline of the project, its goal, and associated challenges is provided
in Figure 1.1. To address each challenge, we designed several graph-based
methodologies for time series analysis. The following section summarizes the
main contributions of the thesis.

1.2 Contributions

In this research, we proposed GDL methods for time series forecasting addressing
the foundations of the field. The following briefly details the main contributions;
for each conceptual contribution, we report the associated reference papers.

Graph deep learning for time series forecasting We developed novel
methods and techniques to build, understand, and scale graph-based predictors,
i.e., methods to process and forecast collections of correlated time series given
graph-based input representations. In particular, we provided a formalization
of the problem settings and the associated graph-based representations and pre-
dictors. We discussed available design choices and their implications, providing
guidelines to address associated challenges. This has been the overreaching goal
of the thesis, and the main results of the research have been summarized in the
following tutorial paper.
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e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Graph
Deep Learning for Time Series Forecasting. arXiv preprint arXiv:2310.15978,
2023b

Global-local graph-based forecasting Concerning (Challenge 1), we
developed methodologies to address local effects and transfer learned models to
different node sets. In particular, we considered the problem of learning graph-
based forecasting architecture combining shared global components with local
processing blocks, i.e., modules with node-specific parameters. The associated
techniques and trade-offs were introduced and discussed in the context of global
and local models for time series forecasting. In particular, we discussed and
addressed the implications of introducing local components in both transductive
and transfer learning scenarios. The results of this research has been presented
in the following work.

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Taming
Local Effects in Graph-based Spatiotemporal Forecasting. Advances in
Neural Information Processing Systems, 2023c

Graph deep learning for time series imputation Within the thesis,
we pioneered several state-of-the-art GDL methodologies for missing data
imputation (Challenge 2) tackling the problem of processing irregular time
series and sparse observations. The introduced methods exploit graph-based
representations to reconstruct missing data by exploiting available observations
at the target time series and neighboring nodes. In particular, we introduced a
bidirectional recurrent architecture [Cini et al., 2022b] and a follow-up attention-
based model [Marisca et al., 2022], complementing and addressing the limitations
of the former. Our work opened up a line of research, i.e., that of graph-based
neural imputation, which is currently very active and represents the state of
the art in several applications. These methodologies have been introduced in
the following papers.

e Andrea Cini, Ivan Marisca, and Cesare Alippi. Filling the G_ap_s:
Multivariate Time Series Imputation by Graph Neural Networks. In
International Conference on Learning Representations, 2022b

e Ivan Marisca, Andrea Cini, and Cesare Alippi. Learning to Reconstruct
Missing Data from Spatiotemporal Graphs with Sparse Observations. In
Advances in Neural Information Processing Systems, 2022



6 1.2 Contributions

e Giovanni De Felice, Andrea Cini, Daniele Zambon, Vladimir Gusev, and
Cesare Alippi. Graph-based Virtual Sensing from Sparse and Partial
Multivariate Observations. In International Conference on Learning
Representations, 2024

Score-based latent graph learning We tackled the problem of learning
latent graph structures to process sets of time series with no prior relational in-
formation attached (Challenge 3). In particular, we introduced methodologies
to learn distributions over graphs while keeping downstream message-passing
computations sparse and efficient at both inference and training time. We
achieved this result by introducing novel variance-reduced score-based esti-
mators to learn the parameters of a probabilistic model embedding sparsity
priors. The resulting graph learning framework has also then allowed us to
introduce state-space models where input, outputs, and states are represented as
graphs [Zambon et al., 2023]. The methodology and the associated theoretical
and technical results have been presented in the following journal paper.

e Andrea Cini, Daniele Zambon, and Cesare Alippi. Sparse graph learning
from spatiotemporal time series. Journal of Machine Learning Research,
24(242):1-36, 2023d

Scalable graph-based forecasting Regarding the scalability challenge (Chal-
lenge 4), we proposed a scalable forecasting architectures combining a propa-
gation process on the graph structure and deep randomized recurrent neural
networks (RNNs). The introduced architecture extracts spatiotemporal repre-
sentations without requiring training; such representations can be precomputed
and then sampled as if they were i.i.d. to train a decoder to map them to
predictions. This precomputation strategy makes the cost of a training step
independent of graph size and sequence length. The associated paper won
the best paper award at the most prominent workshop on processing dynamic
relational data.

e Andrea Cini, Ivan Marisca, Filippo Maria Bianchi, and Cesare Alippi.
Scalable Spatiotemporal Graph Neural Networks. Proceedings of the 37th
AAAI Conference on Artificial Intelligence, 2023a

Graph-based hierarchical forecasting Besides addressing the identified
challenges, we also made a first step toward graph-based models operating at
adaptive spatial resolution. In particular, we introduced a methodology unifying
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graph-based forecasting with hierarchical time series processing. The resulting
framework allows for operating on aggregates rather than on single time series,
thus allowing for modeling higher-order structures. The mechanism used to
group (cluster) time series is learned directly by exploiting a self-supervised
training mechanism. This end-to-end approach combines relational and hier-
archical inductive biases into a single framework and allows for forecasting
collections of time series while clustering them.

e Andrea Cini, Danilo Mandic, and Cesare Alippi. Graph-based Time
Series Clustering for End-to-End Hierarchical Forecasting. International
Conference on Machine Learning, 2024

Software Most of the methodologies designed within the thesis have been
published together with open-source implementations of the associated time
series processing pipelines. Furthermore, we developed and open-sourced
Torch Spatiotemporal |, a software library for prototyping STGNNs and pro-
cessing time series collections with relational inductive biases (see Appendix A).

e Andrea Cini and Ivan Marisca. Torch Spatiotemporal, 2022. URL https:
//9ithub.com/TorchSpatiotemporal/tsl

Applications The methods developed during the project have found several,
practical, real-world applications in collaboration with Siemens (Ziirich) and
DXT Commodities (Lugano). In particular, we applied GDL methods to
process data coming from sensor networks in smart grid and load forecasting
applications and, more recently, to the processing of biomedical data.

1.3 Publications and dissemination

Within the thesis, I co-authored 17 papers. Most of these have been published
in the top venues of the field such as NeurIPS [Marisca et al., 2022; Cini et al.,
2023c¢|, ICML [Cini et al., 2024|, ICLR [Cini et al., 2022b; De Felice et al.,
2024, AAAT |Cini et al., 2023a], JMLR [Cini et al., 2023d; D’Eramo et al.,
2021], TMLR [Butera et al., 2024], and other international conferences and
journals [Cini et al., 2020; Eandi et al., 2022; Cini et al., 2022a; Ferretti et al.,
2022; Efkarpidis et al., 2023|; the remaining papers are currently under review
or in the process of being submitted [Cini et al., 2023b; Zambon et al., 2023;
Marzi et al., 2023]. The research on scalable STGNNs [Cini et al., 2023a],
later published at AAAI, won the best paper award at the TGL workshop at
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NeurIPS 2022, which is the most prominent workshop on the application of
GDL to temporal data. I have organized a on graph deep learning for
time series forecasting at ECML PKDD 2023 and given talks on my work in
both industrial and academic settings. The following is the list of the papers I
worked on during my PhD. The papers that constitute the core of the thesis
have already been highlighted in Section 1.2; the full publication list is reported

here.

Full publication list

Journal papers

1.

Andrea Cini, Daniele Zambon, and Cesare Alippi. Sparse graph learning
from spatiotemporal time series. Journal of Machine Learning Research,
24(242):1-36, 2023d

Carlo D’Eramo, Andrea Cini, Alessandro Nuara, Matteo Pirotta, Cesare
Alippi, Jan Peters, and Marcello Restelli. Gaussian Approximation for
Bias Reduction in Q-Learning. Journal of Machine Learning Research,
22:1-51, 2021

. Luca Butera, Andrea Cini, Alberto Ferrante, and Cesare Alippi. Object-

Centric Relational Representations for Image Generation. Transactions
on Machine Learning Research, 2024. ISSN 2835-8856

Lorenzo Ferretti, Andrea Cini, Georgios Zacharopoulos, Cesare Alippi,
and Laura Pozzi. Graph neural networks for high-level synthesis design
space exploration. ACM Transactions on Design Automation of Electronic
Systems, 28(2):1-20, 2022

. Nikolaos A Efkarpidis, Stefano Imoscopi, Martin Geidl, Andrea Cini,

Slobodan Lukovic, Cesare Alippi, and Ingo Herbst. Peak shaving in
distribution networks using stationary energy storage systems: A Swiss
case study. Sustainable Energy, Grids and Networks, 34:101018, 2023

Conference papers

6. Andrea Cini, Ivan Marisca, and Cesare Alippi. Filling the G_ap_s:

Multivariate Time Series Imputation by Graph Neural Networks. In
International Conference on Learning Representations, 2022b
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10.

11.

12.

13.

14.

Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Taming
Local Effects in Graph-based Spatiotemporal Forecasting. Advances in
Neural Information Processing Systems, 2023c

. Andrea Cini, Ivan Marisca, Filippo Maria Bianchi, and Cesare Alippi.

Scalable Spatiotemporal Graph Neural Networks. Proceedings of the 37th
AAAI Conference on Artificial Intelligence, 2023a

. Andrea Cini, Danilo Mandic, and Cesare Alippi. Graph-based Time

Series Clustering for End-to-End Hierarchical Forecasting. International
Conference on Machine Learning, 2024

Ivan Marisca, Andrea Cini, and Cesare Alippi. Learning to Reconstruct
Missing Data from Spatiotemporal Graphs with Sparse Observations. In
Advances in Neural Information Processing Systems, 2022

Giovanni De Felice, Andrea Cini, Daniele Zambon, Vladimir Gusev, and
Cesare Alippi. Graph-based Virtual Sensing from Sparse and Partial
Multivariate Observations. In International Conference on Learning
Representations, 2024

Andrea Cini, Carlo D’Eramo, Jan Peters, and Cesare Alippi. Deep
reinforcement learning with weighted Q-Learning. The Multi-disciplinary
Conference on Reinforcement Learning and Decision Making (RLDM),
2022a

Andrea Cini, Slobodan Lukovic, and Cesare Alippi. Cluster-based aggre-
gate load forecasting with deep neural networks. In 2020 International
Joint Conference on Neural Networks (IJCNN), pages 1-8. IEEE, 2020

Simone Eandi, Andrea Cini, Slobodan Lukovic, and Cesare Alippi. Spatio-
Temporal Graph Neural Networks for Aggregate Load Forecasting. In
2022 International Joint Conference on Neural Networks (IJCNN), pages
1-8. IEEE, 2022

Preprints

15.

Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Graph
Deep Learning for Time Series Forecasting. arXiv preprint arXiv:2310.15978,
2023b
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16. Daniele Zambon, Andrea Cini, Lorenzo Livi, and Cesare Alippi. Graph
state-space models. arXiv preprint arXiw:2301.017/1, 2023

17. Tommaso Marzi, Arshjot Khehra, Andrea Cini, and Cesare Alippi. Feudal
Graph Reinforcement Learning. arXiv preprint arXiv:2304.05099, 2023

1.4 OQOutline

In more detail, the thesis is structured as follows.

Chapter 2 introduces notation and problem settings. In particular, the
section focuses on the problem of forecasting correlated time series and on related
deep learning methods for time series forecasting. We provide a categorization of
the forecasting approaches and discuss the main limitations of existing methods.

Chapter 3 presents the proposed graph-based forecasting framework by
introducing the associated representations and proposing a taxonomy of STGNN
architectures. We then discuss the available design choices and their implications
with respect to existing methods. Finally, we provide an assessment of STGNNs
in the context of global and local methods for time series forecasting.

Chapter 4 introduces the reference benchmark datasets used throughout the
thesis and reports the results of an empirical evaluation of reference architectures.

Chapter 5 discusses the problem of accounting for local dynamics in time
series collection and introduces hybrid global-local graph-based forecasting
architectures. Furthermore, we address the introduced methodologies in the
context of transfer learning.

Chapter 6 discusses the problem of dealing with missing data and introduces
models for reconstructing the missing observations.

Chapter 7 addresses the problem of efficiently learning latent graph struc-
tures by introducing ad-hoc estimators and learning architectures.

Chapter 8 discusses the computational scalability of standard GDL fore-
casting architectures and introduces a scalable alternative based on reservoir
computing and precomputed representations.

Chapter 9 presents a novel methodology unifying hierarchical and graph-
based forecasting to obtain predictors able to predict the input time series while
clustering them.

Chapter 10 draws final considerations and summarizes the main out-
comes of the thesis. Finally, directions and perspectives for future research are
presented and discussed.



Chapter 2

Forecasting correlated time series

This chapter introduces the reference problem settings for the thesis. In par-
ticular, we consider the problem of forecasting collections of correlated time
series, i.e., time series, possibly multivariate, that are correlated among each
other. Differently from generic collections of time series that might share some
similarity, in correlated time series, observations at related sequences allow
for reducing the uncertainty of the forecasts, i.e., for making more accurate
predictions. Section 2.1 introduces the scenarios under which the methodologies
introduced in the thesis operate. Then, Section 2.2 defines the forecasting
problem and a broad model family of point predictors addressing it. Section 2.3
introduces a key distinction within time series forecasting methodologies by
defining global and local model archetypes. Performance metrics and model
selection procedures are presented in Section 2.4. Finally, related work is
discussed at length in Section 2.5.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Graph
Deep Learning for Time Series Forecasting. arXiv preprint arXiv:2310.15978,
2023b

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Taming
Local Effects in Graph-based Spatiotemporal Forecasting. Advances in
Neural Information Processing Systems, 2023c

e Andrea Cini, Daniele Zambon, and Cesare Alippi. Sparse graph learning
from spatiotemporal time series. Journal of Machine Learning Research,
24(242):1-36, 2023d

11
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Figure 2.1. Correlated time series with exogenous variables and static attributes.

2.1 Problem settings

This section introduces the reference operational settings. Chapter 3 will extend
the base scenario described here. Notably, several of the assumptions made
in the following will be relaxed and challenged in Section 3.1.1. Differences in
setup and additional assumptions adopted by methodologies introduced in later
chapters will be made explicit whenever required.

2.1.1 Correlated time series

Consider a collection, denoted as D, of N regularly and synchronously sampled
correlated time series. The i-th time series is composed by a sequence of d,-
dimensional vectors ¢ € R% acquired at each time step ¢ from sensors! with
d, channels. Time series are assumed to be homogenous, i.e., characterized
by the same variables (observables). Matrix X; € RV*4 denotes the stacked
N observations at time ¢, while X;; 7 indicates the sequence of observations
within time interval [t, ¢+ T'); with the shorthand X, we indicate observations
at time steps up to t (excluded). Exogenous variables (i.e., external covariates)
associated with each time series are denoted by U, € R¥*% while static
(time-independent) attributes are grouped in matrix V€ R¥*%_ Figure 2.1
summarizes the available data. We use tuple &X; = (X, Uy, V') to denotes the
observed variables associated with time step t.

System model We model each (multivariate) observation as generated by a
time-invariant stochastic process such that

x, ~ p' (x| X, Uy) (2.1)

'Here the term sensor has to be considered in a broad sense, as an entity producing a
sequence of observations over time.
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in particular, we assume the existence of a generic predictive causality a la
Granger |Granger, 1969], i.e., we assume that forecasts for a single time series
can benefit — in terms of accuracy — from accounting for the past values of (a
subset of) other time series in the collection. These dependencies can vary in
nature, e.g., from mere correlations to stronger functional constraints. Note
that time series {z!}; might be generated by a different stochastic process, i.e.,
in general, p* # p’ if i # j. In other words, in general, each time series cannot
be considered as an i.i.d. sample drawn from the same process.

Terminology In the sequel, the term spatial refers to the dimension of
size N, that spans the time series collection, e.g., we will talk about spatial
dependendencies to indicate dependencies among different time series. In the
case of time series acquired from physical sensors, the term spatial reflects the
fact that each time series might correspond to a different physical location.
Analogously, we will talk about relational dependency to indicate pairwise
dependencies among pairs of correlated time series. We will use the term sensor
to indicate the entities generating the observed values over time.

Example 1. Consider a sensor network monitoring the speed of vehicles at
crossroads. In this case, X.; refers to past traffic speed measurements sampled
at a certain frequency. Exogenous variables Uy, may account for time-of-the-
day and day-of-the-week identifiers, and the current weather conditions. The
attribute matrix V' collects static features related to the sensor’s position, e.g.,
the type of road the sensor is placed in or the number of lanes. In this scenario,
time series in the collection would likely exhibit strong correlations, e.g., due to
the traffic flow and how the different road segments of the traffic network are
connected.

Example 2. Consider a modern smart metering infrastructure, with sensors
measuring energy consumption at different households and facilities. Time
series X1, correspond to sensor readings acquired over time w.r.t. each user.
Exogenous variables Uy, as in the previous example, may encompass weather
conditions and calendar features. Static attributes V' might indicate the type
of customer (e.g., private or business) and type of contract. In this context,
dependencies among time series might be due to relationships among users,
e.g., private customers working for the same company, which would affect the
observed energy consumption patterns.
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2.2 Multi-step time series forecasting

We address the multi-step-ahead time-series forecasting problem [Hyndman
and Athanasopoulos, 2018; Benidis et al., 2022], i.e., we are interested in
predicting, for each time step ¢t and some forecasting horizon H > 1, the h
step-ahead observations X, for all h € [0, H) given a window of available
W > 1 past observations. In particular, we are interested in learning a model
pe approximating the unknown conditional probability such that

o (xin|Xi-wit, Usranar, ) = 0 (@14 | Xet, Urpnin) (2.2)

where 0 indicates the learnable parameters of the model which may or may
not be specialized w.r.t. the i-th time series (see Section 2.3). Note that the
considered models usually approximate the target distribution by conditioning
the forecasts on a limited window of observations rather than the full history.
Not all the exogenous variables U<;;5+1 might be available up to time step
t + h in practical applications and the conditioning would have to be adapted
accordingly?.

Learning a model means fitting parameters @ to the available observations.
In general, one might be interested in probabilistic forecasts, i.e., in modeling the
full (conditional) probability distribution p’( - ). In the following, we will focus
on point forecasts, i.e., on predicting specific values associated with the process
such as, for example, the expected value of future observations. In particular,
to keep the scope of the dissertation contained, the problem of estimating the
uncertainty of the forecast will not be covered in-depth.

2.2.1 Point predictors

Limiting our analysis to point predictions and selecting the expected value as a
target, we can consider predictive model families F( - ;8) such that

)/(\t:t+H = j_"(Xt—W:ta Uiitrrii; 9) s.t. jX\t:t+H ~E [Xt:t+H] . (2-3>

Model F ( -;0) allows for several designs; for example, learnable parameters
could be shared among time series which can be forecast individually — e.g.,
as @l = F(x!_ 4, ...;0) — or by considering the input as a single large mul-
tivariate time series. As one would expect, adopting any of these options

2Exogenous variables might contain, for example, actual weather conditions (available up
to time step ¢) or estimates, e.g., weather forecasts, available for future time steps as well (up
to time step t + h).
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results in radically different modeling archetypes. Section 2.3 will discuss the
different model families in-depth and 2.5 will present a selection of the resulting
forecasting architectures.

Model fitting Parameters @ can be learned by minimizing a cost function
¢(-) on a training set, i.e.,

T

~ . 1 —_~
0 = arg;mn T ZE <Xt:t+H7 Xt:t+H> ) (2.4)
t=1
where the cost is the squared error
— 1 a-1 2
¢ <Xt:t+Ha Xt:t+H) = N7 Z “£i+h - "Bi+hH - (2.5)
N i i=1 h=0 2

Minimizing the squared loss results in forecasts of the mean (see Equation 2.3);
considering different cost functions allows for obtaining point predictions of other
values. For instance, forecasts of the median can be obtained by minimizing the
absolute error, while other quantiles of the target distribution can be estimated
by relying on the pinball loss [Koenker and Hallock, 2001]. Notably, forecasting
multiple quantiles at the same time is a simple method to obtain probabilistic
predictions [Wen et al., 2017; Gasthaus et al., 2019].

2.3 Global and local models

Having identified the reference settings, we delve into the problem of designing a
forecasting model. We start by addressing a key distinction among the existing
model archetypes.

2.3.1 Global and local predictors

A time series forecasting model is called global if its parameters are fitted to a
group of time series (either univariate or multivariate); conversely, local models
are specific to a single (possibly multivariate) time series. In different terms, a
global model is trained to make predictions by learning from a set of time series,
possibly generated by different stochastic processes, without learning any time-
series-specific parameter. Conversely, a local model is obtained by minimizing
the forecasting error on observations from a single time series. Both global and
local models can be univariate or multivariate. More formally, following Benidis
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et al. [2022] and considering models that process one time series at a time, a
sequence-level local model would predict each target time series fori =1,..., N
as

iﬁh = fi (mifW:z‘J uLW:tJrhﬂa Ui§ ai) (2-6)

where @ indicates the model’s parameters fitted on the i-th time series. Dif-
ferently, in a global model, parameters would be shared among time series,
i.e,

ﬂf?iJrh =f (mf‘:fW:U uLW:tJrhﬂa ’Ui§ 9) (2-7)

where parameters @ can be learned by minimizing the cost function w.r.t. the
complete time series collection (see Equation 2.4). In the context of neural
networks, both models can be implemented by using any sequence modeling
architecture, e.g., a RNN [Hewamalage et al., 2021| or a temporal convolutional
network (TCN) [Oord et al., 2016; Bai et al., 2018|.

Trade-offs The advantages of global models have been discussed at length
in the time series forecasting literature [Salinas et al., 2020; Januschowski
et al., 2020; Montero-Manso and Hyndman, 2021; Benidis et al., 2022| and
are mainly ascribable to the availability of large amounts of data that enable
the use of models with a higher capacity w.r.t. single local models. Indeed, as
noted by Montero-Manso and Hyndman [2021], given a large enough window of
observations and model complexity, if a global model is a universal function
approximator it could in principle output predictions identical to those of a
set of local models individual to each time series. Training a single global
model increases the effective sample size available to the learning procedure
and, consequently, allows for exploiting models with a higher model complexity
preventing overfitting. Finally, being trained on a set of time series, global
models can extrapolate to related but unseen time series, i.e., they can be used
in inductive learning scenarios where target time series (i.e., the ones to predict)
can be potentially different from those in the training set3. Although the
advantages of global models are evident, they might struggle to account for the
peculiarities of each time series in the collection and might require impractically
long observation windows and large memory capacity [Montero-Manso and
Hyndman, 2021; Cini et al., 2023¢|]. Local models, conversely, naturally deal
with such peculiarities and local dynamics. As a result, to enjoy the best of

3Such setting is relevant in many practical application domains and also known as the
cold-start scenario [Benidis et al., 2022]; see Chapter 5 for more discussion on the topic.
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both worlds, several hybrid models, combining global and local components
have been proposed and analyzed (e.g., [Wang et al., 2019; Smyl, 2020; Cini
et al., 2023¢c|) and will be further discussed in Section 2.5 and Chapter 5.

2.3.2 Global and local models for correlated time series

Models in Equation 2.6 and 2.7 discard dependencies among the synchronous
time series in the collections. In the case of local models, it is possible to
consider the other series in the collection as additional exogenous variables and
build multiple-input-single-output (MISO) models such that

@iy, = (Xewa, .5 0°). (2.8)

Extending global models to correlated time series is not trivial. We could
consider a multiple-input-multiple-output (MIMO) model simply regarding the
input as a single multivariate time series as

Xon=/f (Xi—wit,-.-:0). (2.9)

However, the resulting predictor is essentially a local model operating on a
highly-dimensional multivariate time series; models of this kind would not be
able to exploit advantages coming from the global perspective as there would
be only one such time series to learn from. Furthermore, predictors belonging
to any of these two model families (Equation 2.8 and 2.9) would not be able
to deal with new time series being added to the collection and would have to
handle the high dimensionality of X.

Global models for correlated time series Given the above, we are inter-
ested in global forecasting models able to process any subset of time series (po-
tentially of variable size) from the collection while keeping parameters shared
and taking dependencies among them into account. More formally, given a
subset of target time series S C D and denoted as Y,® € RVs*4= the resulting
stack of observations at each time step ¢, we are interested in global models
such that

YS, =F (Y .. ..;0) VSeP(D) (2.10)

where P (D) denotes the power set of the time series collection D. Models
belonging to this family of forecasting architectures need a mechanism to share
weights among the individual time series (thus keeping the model global) and,
at the same time, exploit cross-correlations among them. Deep set (DS) [Zaheer



18 2.4 Performance metrics and model selection

et al., 2017] and, in particular, Transformer [Vaswani et al., 2017; Grigsby
et al., 2021] architectures offer a possible solution that we will discuss further
in Section 2.5. However, they do not incorporate any available prior relational
information into the processing, i.e., they do not exploit known existing (spatial)
dependencies; a limitation that will motivate the framework introduced in
Chapter 3. Section 2.5 delves into actual implementations of F( - ; ), focusing
on deep learning methods for time series forecasting and surveying the state of
the art.

2.4 Performance metrics and model selection

The quality of a forecasting model is primarily assessed in terms of its forecasting
accuracy on a test set. As in the standard machine learning pipeline, the test
set is made of observations that have been held out from the set used for
training the model. In time series forecasting, data splits are usually obtained
sequentially, by using observations up to a certain time step for training and
the remaining for testing. The best model (among many) is usually selected
by (statistically) comparing their performance on the test set [Hyndman and
Athanasopoulos, 2018|.

Metrics One might consider many performance metrics to evaluate point
forecasts [Hyndman and Koehler, 2006; Gneiting, 2011]. Among scale-dependent
metrics, the mean absolute error (MAE) is a commonly used performance metric
in time series forecasting and is computed as

T-1

N
__ 1
MAE (Xiir, Xeasr) = e D)

T=

ii+7 - mi—&-T 1 (211)

12
Tt+7‘

where ||&} — x}||, is the 1-norm of the predictions residual r{ = &} — x. Other
common absolute metrics are the mean squared error (MSE) computed by
considering the square of the 2-norm of the residuals instead of their 1-norm,
and the root mean squared error (RMSE) (the square root of the MSE). Among
scaled matrics, the mean absolute percentage error (MAPE) weights the 1-norm
of the residuals by the 1-norm of the observed values before averaging them.
The mean relative error (MRE) instead scales the sum of absolute errors by the
sum of the observations. Details and exact formulas to compute performance
metrics are reported in Appendix B.
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Testing for residual correlations Besides performance-based evaluation,
the fitness of a model can be assessed by checking for correlations among
residuals. The underlying principle is that correlated residuals indicate the
presence of structural information not captured by the model. Ad-hoc statistical
hypothesis tests can be designed to detect such correlations in time series
analysis [Durbin and Watson, 1950; Ljung and Box, 1978; Box et al., 1970].
However, accounting for correlations among both spatial and temporal residuals
makes the process more challenging due to scalability issues and often requires
ad-hoc techniques and priors [Zambon and Alippi, 2022, 2023|.

2.5 Related work

There is a wide literature on how to build effective time series forecasting
models. Statistical methods constitute powerful techniques in the toolbox of the
practitioner [Box et al., 1970; Hamilton, 2020; Hyndman and Athanasopoulos,
2018]. These include, for example, ARIMA models [Box et al., 1970], exponential
smoothing methods [Hyndman et al., 2008] and state space models [Durbin and
Koopman, 2012]. These models often involve only a few trainable parameters,
are usually fitted as local predictors, and can easily incorporate prior structural
information (i.e., trends and seasonalities) [Montero-Manso and Hyndman,
2021|. However, being local models, as discussed in Section 2.3, fitting them
to large groups of time series can be challenging due to scalability and sample
complexity issues [Montero-Manso and Hyndman, 2021; Benidis et al., 2022].
Conversely, global approaches can enjoy a larger sample size that allows for
adopting more complex models. In this context, deep learning methods are
the natural candidate solution and have shown remarkable performance in
practical and relevant forecasting applications |Benidis et al., 2022]. Given
these considerations and the settings we are interested in, the following sections
will mainly focus on deep learning forecasting methods.

We start by going through the main sequence modeling blocks adopted in
deep learning architectures in Section 2.5.1 and continue by surveying a selection
of modern neural forecasting methods in Section 2.5.2. The following is intended
as an overview of widely popular architectures. Methods specific to each of
the challenges addressed in the thesis will be discussed in the corresponding
chapters.
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2.5.1 Deep learning architectures for sequence modeling

Several deep learning architectures for sequence modeling have been studied in
the literature.

Recurrent neural networks RNNs [Elman, 1990; Lin et al., 1996; Hochre-
iter and Schmidhuber, 1997; Tino et al., 2004; Cho et al., 2014] are and have
been among the most widely adopted models for sequence modeling. Standard
Elmann RNNs [Elman, 1990], usually trained with backpropagation through
time [Werbos, 1990], process sequences by updating a state representation at
cach step with recurrent connections. Gated RNNs [Hochreiter and Schmid-
huber, 1997; Cho et al., 2014] improve upon Elmann RNNs by introducing
gates to control and regulate the state update mechanism with the intent of
mitigating issues such as vanishing and exploding gradients [Hochreiter and
Schmidhuber, 1997; Bengio et al., 1994]. Conversely, nonlinear autoregres-
sive exogenous (NARX) models [Chen et al., 1990; Lin et al., 1996] extend
the family of traditional autoregressive models by exploiting multilayer per-
ceptrons (MLPs) with recurrent connections from the output to the input of
the network. A radically different approach is instead adopted by reservoir
computing architectures [Lukosevicius and Jaeger, 2009], such as echo state
networks (ESNs) [Jaeger, 2001]. In ESNs, the weights of the RNN are randomly
initialized and never trained. The idea behind this approach is to feed the
input signal into a high-dimensional, randomized, and non-linear dynamical
system, whose internal state can embed the input dynamics. In particular,
such randomized RNNs are usually designed such that the state at each time
step is asymptotically independent of the initial conditions?. Although RNNs
are currently overshadowed by attention-based architectures [Vaswani et al.,
2017], modern architectures have shown promising results even on tasks usually
dominated by Transformers, such as processing very long sequences [Orvieto
et al., 2023; Beck et al., 2024].

Temporal convolutional networks TCNs [LeCun and Bengio, 1998; Oord
et al., 2016; Gehring et al., 2017; Bai et al., 2018], exploiting 1-d convolutional
filters, are a popular alternative to RNNs. In particular, input sequences are
usually padded to ensure that representations at a certain time step depend
on past values only [Bai et al., 2018]. The main advantage of TCNs over
RNNs is that computations can be easily parallelized on GPUs; furthermore,
dilated convolutional kernels allow the receptive field of each filter to grow

4This requisite is known as echo state property [Yildiz et al., 2012].
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exponentially at each layer [Bai et al., 2018]. These properties have made
TCNs especially popular for processing signals acquired at high sampling rates,
such as raw audio [Oord et al., 2016; Shen et al., 2018|. More recently, fully
convolutional architectures have yielded outstanding results in processing long
sequences [Fu et al., 2023; Li et al., 2023; Shi et al., 2023] challenging, in their
turn, the performance of attention-based alternatives also in language processing
tasks [Poli et al., 2023].

Attention-based models Transformers [Vaswani et al., 2017] have become
one of the most successful sequence modeling architectures and have been
applied in many domains from processing language [Brown et al., 2020] to even
images [Dosovitskiy et al., 2021; Khan et al., 2022|. Transformers, based on
attention [Bahdanau et al., 2015|, update each token’s representation by aggre-
gating the representations of all other tokens in the set, weighted by normalized
and adaptive attention scores. Since scores are computed directly among each
pair of tokens, Transformers can avoid the memory bottlenecks and vanishing
gradients of recurrent architectures [Vaswani et al., 2017]. Furthermore, being
a feed-forward architecture, computation can easily be parallelized. The major
drawback of attention operators is their space and time complexity, which is
quadratic in the number of tokens. This has pushed the research community
toward investigating more efficient, ideally linearized, attention operators [Tay
et al., 2022]. The need for scalable sequence modeling also motivates the ef-
forts to revamp recurrent and convolutional architectures discussed in previous
paragraphs.

Neural structured state-space models Deep structured state-space mod-
elss (SSMs) [Gu et al., 2022a] offer an alternative sequence modeling paradigm
based on layers associating a continuous-time linear SSM to each feature. Deep
SSMs can outperform standard Transforms in modeling long-range dependen-
cies [Gu et al., 2022a] while being more computationally efficient. Thanks to
proper reparametrizations, SSMs models can operate both as a TCN, which
allows for efficient training, and autoregressively (as an RNN) which enables
fast inference. Since their introduction, SSMs architectures have been improved
and streamlined [Gupta et al., 2022; Gu et al., 2022b; Zhang et al., 2023] and
have become a valid alternative to Transformers in many applications [Gu and
Dao, 2023].

These sequence modeling operators, together with MLPs, constitute the
backbone of most time series forecasting architectures. Nonetheless, directly
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using these basic blocks is often not enough. Processing architectures need to
be tailored to forecasting time series incorporating purposely designed operators
and inductive biases. The following section discusses a selection of relevant
approaches from the literature.

2.5.2 Neural forecasting architectures

Deep learning architectures have a long history of both successes |Benidis
et al., 2022] and failures [Zhang et al., 1998] in time series forecasting. As
already discussed, one of the main limiting factors has been the number of
available samples when learning a model for a single, short, seasonal time
series [Hewamalage et al., 2021]: a setting where traditional statistical methods
often outperform more complex model architectures. The successes of deep
learning in time series forecasting instead mostly come from applying the global
approach [Salinas et al., 2020; Bandara et al., 2020; Oreshkin et al., 2020; Benidis
et al., 2022]. The archetypal deep learning forecasting architecture consists of a
stack of neural processing blocks encoding each (potentially preprocessed) time
series. Representations can then be fed into a simple readout for outputting
a multi-step point forecast [Oreshkin et al., 2020]. Alternatively, they can
be processed by a more complex decoder that could provide, for example,
probabilistic predictions [Salinas et al., 2020], or utilize the network’s output
to parameterize subsequent processing steps [Smyl, 2020; Rangapuram et al.,
2018|. This paradigm has seen many implementations.

Forecasting architectures Among popular global predictors, the DeepAR
model [Salinas et al., 2020], consists of a single RNN trained as a univariate
predictor on data coming from collections of related time series. The output of
the RNN cells is used to parameterize a probability distribution (e.g., Gaussian
or negative binomial). Other popular methods, combine standard encoding
layers with methods inspired by structured time series processing methods.
For example, Rangapuram et al. [2018] uses the output of a stack of RNNs
to parameterize a state-space model paired with a Kalman filter [Kalman,
1960]. More flexible probabilistic predictors have been obtained by combining
sequence modeling architectures with quantile regression [Wen et al., 2017;
Gasthaus et al., 2019] and generative models such as normalizing flows [Rasul
et al., 2021b; Papamakarios et al., 2021| and diffusion models [Rasul et al.,
2021a; Alcaraz and Strodthoff, 2023]. Across the different architectures, several
approaches have obtained notable results by combining global models with
local learnable components. For example, Smyl [2020] won the M4 forecasting
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competition [Makridakis et al., 2020] by combining a global RNN with local
exponential smoothing models fitted on each time series. Wang et al. [2019]
introduced an architecture combining global RNNs with local models accounting
for local random effects. Regarding the implementation of the encoding blocks,
RNNs have historically been among the most widely adopted models [Mandic
and Chambers, 2001; Wen et al., 2017; Salinas et al., 2020; Hewamalage et al.,
2021]. Streamlined feed-forward architectures consisting of deep stacks of resid-
ual MLPs have also obtained remarkable results [Oreshkin et al., 2020; Challu
et al., 2023]. TCNs, as mentioned in the previous section, constitute the core
processing layers of many state-of-the-art forecasting architectures [Borovykh
et al., 2017; Chen et al., 2020; Gasparin et al., 2022; Wu et al., 2023|. Trans-
formers, and attention-based architectures in general, have become popular
for modeling temporal dependendencies in time series |Li et al., 2019; Lim
et al., 2021; Zhou et al., 2021; Nie et al., 2023|, especially when large amounts
of data are available [Kunz et al., 2023]. However, some skepticism on the
effectiveness of fully attention-based forecasting architectures remains [Zeng
et al., 2023]. Deep SSMs have also started being applied to forecasting [Alcaraz
and Strodthoff, 2023] with the introduction of ad-hoc modifications for model-
ing autoregressive processes Zhang et al. [2023]. Finally, another trend worth
discussing is that of foundation models for time series |Liang et al., 2024], i.e.,
models trained on large amounts of data engineered for being applied to forecast
new time series zero-shot or by fine-tuning (part of) the model. These models
have been shown capable of achieving zero-shot performance comparable to
that of state-of-the-art general-purpose forecasting architectures fitted to the
target time series [Garza and Mergenthaler-Canseco, 2023; Ansari et al., 2024;
Das et al., 2024].

Models for correlated time series As discussed in Section 2.3, most state-
of-the-art architectures consist of global models that forecast each time series
individually, i.e., discarding spatial dependencies that might exist among input
time series. Considering the input as a single multivariate time series results
in local models with poor scalability and high sample complexity [Sen et al.,
2019; Cini et al., 2023c|]. Among methods tackling the problem, the DeepGLO
architecture [Sen et al., 2019] extracts a set of latent covariates from a time series
collection by temporally regularized matrix factorization |Yu et al., 2016] and
uses them as additional input to a univariate TCN processing each time series
separately. Another popular approach is that of relying on Transformers where
attention is applied along both the tempora and spatial dimensions [Grigsby
et al., 2021; Ma et al., 2019; Liu et al., 2023a]. However, spatiotemporal
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Transformers are limited due to quadratic computational complexity potentially
w.r.t. both the number of time series and length of the input window. If input
time series can be arranged in a grid, multi-dimensional TCNs could exploit the
structure of the spatial dependencies to make the processing more scalable [Shi
et al., 2015; Tran et al., 2015]. However, this is rarely the case for data coming
from, e.g., sensor networks where the spatial coverage is sparse and sensors
are usually irregularly positioned. As we discuss in the following chapters, an
effective approach to tackling the problem is offered by graph representations
and graph neural networks [Seo et al., 2018; Cini et al., 2023b; Jin et al., 2023b)].



Chapter 3

Graph deep learning for time series
forecasting

This chapter introduces the proposed graph-based forecasting framework. Our
methodology is aimed at overcoming the limitations of the forecasting approaches
discussed in Chapter 2 by explicitly modeling relational dependencies among
time series. In particular, we introduce graph-based representations of collections
of correlated time series (Section 3.1) and the associated predictors (Section 3.2).
Section 3.3 introduces STGNNs as a forecasting architecture implementing the
framework and discusses a taxonomy of existing models. Further discussion on
the state of the art is then provided in Section 3.4.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Graph
Deep Learning for Time Series Forecasting. arXiv preprint arXiv:2310.15978,
2023b

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Taming
Local Effects in Graph-based Spatiotemporal Forecasting. Advances in
Neural Information Processing Systems, 2023c

e Andrea Cini, Daniele Zambon, and Cesare Alippi. Sparse graph learning
from spatiotemporal time series. Journal of Machine Learning Research,
24(242):1-36, 2023d
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Figure 3.1. Graph-based representation of a time series collection.

3.1 Graph-based representations for collections
of time series

We start by considering a collection of N correlated time series as described in
Section 2.1. Relational dependencies among the time series can be modeled to
inform the downstream processing and allow for, e.g., getting rid of spurious
correlations in the observed sequences of data.

Graph-based representation The existence of pairwise relationships among
time series can be accounted for by a (possibly dynamic) adjacency matrix
A; € {0, 1}V that encodes the (possibly asymmetric) dependencies at each
time step t. Optional edge attributes eij € R% can be associated to each non-
zero entry of A;. In particular, we denote the set of attributed edges encoding
all the available relational information by & = {((i,7),e) | Vi, j : Ai, j] # 0}.
Whenever edge attributes are scalar, i.e., d. = 1, edge set & can be simply repre-
sented as a weighted real-valued adjacency matrix A, € RY*Y . Analogously to
the homogeneity assumption for observations (Chapter 2), edges are assumed to
indicate the same type of relational dependencies (e.g., physical proximity) and
have the same type of attributes (either categorical or continuous) across the
collection. Note that for many applications (e.g., traffic networks) changes in
the topology happen slowly over time and the adjacency matrix — as well as edge
attributes — can be considered as fixed within a short window of observations,
ie., & =& and e = e¥ for all the (i, 7) pairs. As discussed in Section 3.1.1,
this representation is particularly flexible and can easily be tailored to several
problem settings and practical applications. In particular, dependencies encoded
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by A; and & can be of different nature, from simple physical proximity and
correlation to more complex relationships, e.g., the similarity of products in the
retail market |Gandhi et al., 2021].

Example 3. Consider the sensor network monitoring the speed of vehicles
introduced in Example 1. A static adjacency matrix A can be obtained by
considering each pair of sensors connected by an edge — weighted by the road
distance — if and only if a road segment directly connects them. Edge weights
can be set as inversely proportional to the road distance, e.g., by considering
radial basis functions [Shuman et al., 2013]. Conversely, road closures and
traffic diversions can be accounted for by adopting a dynamic topology A;.

Example 4. Consider the smart metering infrastructure introduced in Ex-
ample 2. A (weighted) adjacency matrix A can be obtained, for example, by
modeling correlations in energy consumption patterns. In particular, A could be
obtained from a thresholded similarity matrix of scores based, e.g., on Pearson
correlation, correntropy [Liu et al., 2007|, or dynamic time warping |[Berndt
and Clifford, 1994].

Terminology and notation We use interchangeably the terms node and
sensor to indicate each of the N entities generating the time series and refer to
the node set together with the relational information as sensor network. The
tuple G, = (X4, Uy, &, V') indicates all the available information at time step t.
A graphical representation of the problem settings is shown in Figure 3.1.

3.1.1 Extensions to the reference settings

This section offers extensions to the reference problem settings by discussing
how the graph-based representation can be modified to account for peculiarities
typical of a wide range of practical applications. Further assumptions will be
challenged on Chapters 5 to 8.

New nodes, missing observations, and multiple collections It is often
the case that the time frames of the time series in the collection, although
synchronous and regularly sampled, do not overlap perfectly, i.e., some time
series might become available at a later time and there might be windows with
blocks of missing observations. For example, it is typical for the number of
installed sensors to grow over time and many applications are affected by the
presence of missing data, e.g., associated with readout and/or communication
failures which result in transient or permanent faults. These scenarios can be
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incorporated into the framework by setting /N to the total maximum number
of time series available, and, whenever needed, padding the time series appro-
priately to allow for a tabular representation of {X,};. An auxiliary binary
exogenous variable M; € {0,1}"*4 called mask, can be introduced at each
time step as G, = (X, Uy, My, &, V') to model the availability of observations
w.r.t. each node and time step. In particular, we set m![k] = 1 if k-th channel
in the corresponding observation ! is valid, and m![k] = 0 otherwise. If obser-
vations associated with the ¢-th node are completely missing at time step ¢, the
associated mask vector will be null, i.e., m! = 0. The masked representation
simplifies the presentation of concepts and, at the same time, is useful in data
reconstruction tasks (see Chapter 6). Finally, if collections from multiple sensor
networks are available, the problem can be formalized as learning from M
disjoint sets of correlated time series D = {gfj}tl Ty gfj?w Ty ,gﬁjﬁm T )
potentially without overlapping time frames. In the latter case, we assume the
absence of functional dependencies between time series in different sets and the
homogeneity of node features and edge attributes across collections.

Heterogeneous time series and edge attributes Heterogeneous sets of
correlated time series are commonly found in the real world (e.g., consider a
set of weather stations equipped with different sensory packages) and result in
collections where observations across time series in the set might correspond to
different variables. Luckily, dealing with this setting is relatively straightforward
and can be done in several ways. In particular, the masked representation
introduced in the above paragraph can be used to pad each time series to
the same dimension d,,,, and keep track of the available channels at each
node; moreover, the sensor type of each sensor can be encoded in the attribute
matrix V. If the total number of variables is too large or is expected to change
over time, one alternative strategy is to map each observation into a shared
homogenous representation (see, e.g., relational models such as [Schlichtkrull
et al., 2018]). Heterogeneous edge attributes can be dealt with analogously to
heterogeneous node features.

3.2 Forecasting with relational side information

As discussed in Chapter 2, learning forecasting models for correlated time series
as those in Equation 2.10 is challenging, and the main challenge is dealing with
all the input time series at once. Notably, accounting for possible dependencies
becomes increasingly difficult as the number of time series in the collection



29 3.3 Spatiotemporal graph neural networks

grows. Intuitively, the high dimensionality of the problem can lead to spurious
correlations among the observed time series impairing the effectiveness of the
learning procedure. To address this issue, our proposal is that of embedding
the available relational information as an inductive bias into the model. In
particular, dependencies among the time series can be used to condition the
prediction and, as discussed in Section 3.3, accounted for in the predictor
through an architectural bias. Forecasting models, then, be conditioned on
both past observations and the predefined relational structure. The considered
family of models approximates the data-generating process as

Pe ($i+h‘gt—W:t7 Ut:t+h+1) ~ Pi (mi+h{X<t7 Ut:t+h+1) . (3.1)

Notably, the conditioning on the sequence of attributed graphs G; y.; and,
in particular, on the relationships encoded in & _y .;, can localize predictions
w.r.t. the neighborhood of each node and is intended to constrain the model
to the most plausible ones. Analogously, the corresponding graph-based point
predictors operate as

-/-)(\t:t-i—H = F (Ge—w:t, Upt+n11;0) (3.2)

Graph-based predictors belonging to this family of models can implement global
models of the type discussed in Section 2.3.2 (Equation 2.10). The following
sections focus on the design of these global graph-based predictors and methods
to embed relational inductive biases [Battaglia et al., 2018| into the processing
architecture. In particular, Section 3.3 introduces a framework for designing
STGNNs able to forecast any subset of time series from the collection by
conditioning the predictions on the associated relational structure.

3.3 Spatiotemporal graph neural networks

This section introduces STGNNs [Seo et al., 2018; Li et al., 2018; Yu et al.,
2018| and the MPs operators that constitute the core processing blocks of
graph-based time series processing architectures (Section 3.3.1-3.3.3). Within
this context, we also discuss a taxonomy of the design choices available to the
practitioner when selecting a model architecture (Section 3.3.4). STGNNs are
global forecasting models where parameters are shared among the target time
series; the discussion on this fundamental aspect will take place in Section 3.3.5,
while hybrid global-local STGNNs will be to focus of Chapter 5. Finally,
Section 3.4 will then discuss graph deep learning methods for processing temporal
data in a broader context. We refer to Jin et al. [2023b] for an in-depth survey on
the existing GNN architectures across different tasks in time series processing.
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3.3.1 Message-passing neural networks

Modern GNNs [Scarselli et al., 2008; Bacciu et al., 2020; Bronstein et al., 2021]
embed architectural biases into the processing architecture by constraining the
propagation of information w.r.t. a notion of neighborhood derived from the
adjacency matrix. Most of the commonly used architectures fit into the MP
framework |Gilmer et al., 2017], which provides a recipe for designing GNN
layers; GNNs that fit within the MP framework are usually referred to as spatial
GNNs [Sperduti and Starita, 1997; Scarselli et al., 2008|, usually in opposition
to spectral GNNs, which instead operate in the spectral domain® [Bruna et al.,
2014; Wang and Zhang, 2022|. By taking as reference a graph with static node
features H° € RV* and edge set £, we consider MP neural networks obtained
by stacking MP layers that update each i-th node representation at each [-th
layer as

R+l — Up! (h“, AGGR{MSGZ (R B!, €9 }) : (3.3)

JEN (i)

where UP'( - ) and MSG'( - ) are respectively the update and message functions,
e.g., implemented by MLPs. AGGR{-} indicates a generic permutation invariant
aggregation function, while NV (i) refers to the set of neighbors of node i, each
associated with edge attribute e’*. In the following, we use the shorthand
H't' = MP! (Hl, 5) to indicate a MP step w.r.t. the full node set. MP GNNs
are inductive models [Ruiz et al., 2020] which can process unseen graphs of
variable sizes by sharing weights among nodes and localizing representations by
aggregating features at neighboring nodes.

Isotropic and anisotropic message passing By following Dwivedi et al.
[2023], we call isotropic those GNNs where the message function MsG' only
depends on the features of the sender node h’'; conversely, we use the term
anistropic referring to GNNs where MsG! takes both h*! and h/! as input.
For instance, a standard and commonly used isotropic MP layer for weighted
graphs (with weighted adjacency matrix A) is

JRACS §<Wllh“ + jse%% {aﬂWthj’l}), (3.4)

where W] and WY are matrices of learnable parameters, a/' = Al[j, ], and £( -)
is a generic activation function. Conversely, an example of an anisotropic MP

!Note that most of the so-called spectral GNNs can be seen as special instances of MP
architectures nonetheless.



31 3.3 Spatiotemporal graph neural networks

operator, based on [Bresson and Laurent, 2017, is
m/ 7 = wie (Wi R Rl ]), o = o(Wimit), (3.5)

Rt — f(Wgh“ + Sum {aﬂ'“mﬂ'%l}>, (3.6)
JEN (D)
where matrices W} € R4 W! W and Wi are learnable parameters, o( - )
is the sigmoid activation function and || the concatenation operator applied
along the feature dimension. Intuitively, isotropic MP operators compute and
aggregate messages without taking into account the representations of sender
and receiver nodes and rely entirely on the presence of edge weights to weigh the
contribution of different neighbors. Conversely, anisotropic schemes allow for
learning adaptive aggregation and message-passing schemes aware of the nodes
involved in the computation. Popular anisotropic operators exploit multi-head
attention mechanisms to learn rich propagations schemes where the information
flowing from each neighbor is weighted and aggregated after multiple parallel
transformations [Velickovi¢ et al., 2018; Vaswani et al., 2017]. We point out
that selecting the proper MP operator, i.e., choosing the architectural bias for
constraining the flow of information, is crucial for obtaining good performance
for the problem at hand. Notably, many standard isotropic filters often assume
homophily — i.e., that neighboring nodes behave similarly — and can suffer from
over-smoothing [Rusch et al., 2023].

3.3.2 Spatiotemporal message passing

STGNNSs can be designed by extending MP to aggregate, at each time step,
spatiotemporal information from each node’s neighborhood. In particular,
we model the operations as spatiotemporal message-passing (STMP) blocks
updating representations as

hy'tt = Up! (hfjt, AGGR {Mse’(hi’t, hZ el) }), (3.7)
=t jeNil) srEn s

where N; (i) indicates the neighbors of the i-th node at time step ¢ (i.e., the

nodes associated with incoming edges in &;). As in the previous case, in the

following, the shorthand H!™' = STMP" (Hét,é'gt) indicates an STMP step.

As implicit from Equation 3.7, differently from standard MP, blocks of an STMP

layer will have to integrate sequence modeling operators. The next section

provides recipes for building STGNNs based on different implementations of
the STMP blocks and on existing popular STGNN architectures.
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3.3.3 A template architecture

We consider forecasting architectures consisting of an encoding step followed by
STMP layers and a final readout mapping representations to predictions. In par-
ticular, we consider models, belonging to the family introduced in Equation 3.2,
that consists of a sequence of three blocks:

h;°, = ENCODER (z_,u}_;,v"), (3.8)
H'*! = STMP! (ngt_l,ggt_1>, [=0,....[—1 (3.9)
Ty, = DECODER <hi’f1> ui:t—i—H) : (3.10)

ENCODER( - ) and DECODER( - ) indicate generic encoding and readout layers
that can be implemented, as an example, as standard fully connected linear
layers, or MLPs. Note that both encoder and decoder do not perform any
propagation of information along time and space, a task which is delegated to
the stack of STMP layers. For each paradigm, we discuss associated relevant
architectures.

3.3.4 Taxonomy

We categorize STGNNSs following the template of Section 3.3.3 in time-then-
space (TTS), space-then-time (STT), and time-and-space (T&S) models. More
specifically, in a T'T'S model each series of representations hi<’?f is processed by a
sequence modeling operator, such as an RNN, before any MP operation along the
spatial dimension [Gao and Ribeiro, 2022|; STT models are similarly obtained by
inverting the order of the two operations. Conversely, in T&S models time and
space are processed in a more integrated fashion, e.g., by a recurrent GNN [Seo
et al., 2018] or by spatiotemporal convolutional operators [Yu et al., 2018|.

Time-and-space models We include in this category any STGNN in which
the processing of the temporal and spatial dimensions cannot be factorized in
two separate steps. In T&S models, representations at every node and time
step are the result of joint temporal and spatial processing, as in Equation 3.9.
To the best of our knowledge, the first T&S STGNNs have been proposed by
Seo et al. [2018], who introduced a popular family of recurrent architectures,
hereby denoted as graph convolutional recurrent neural networks (GCRNNs),
where standard fully-connected layers in (gated) RNNs are replaced by graph
convolutions [Kipf and Welling, 2017; Defferrard et al., 2016]. As an example, by
considering a gated recurrent unit (GRU) cell [Cho et al., 2014]| and replacing
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graph convolutions with generic MP layers, the resulting recurrent model
updates representations at each time step ¢ as

Z!=H (3.11)
R) =0 (MPL([Z}||H]] &), (3.12)
0! = o (MP, ([Z}||H] ] .&)). (3.13)
C! = tanh (MP! ([Z}||R} © H]_,] &) (3.14)
H =0.0H_,+(1-0)06C], (3.15)

with © denoting the element-wise (Hadamard) product and || the concatenation
operation. Note that we consider, for each gate, a single MP operation at each
[-th layer for conciseness’ sake (a stack of MP layers is often adopted in practice).
Models following a similar approach have found widespread adoption replacing
standard RNNs in the context of correlated time series processing [Li et al., 2018;
Zhang et al., 2018; Bai et al., 2020; Cini et al., 2022b|. In particular, the DCRNN
architecture Li et al. [2018], implementing the MP operators in Equation 3.12-
3.15 with a diffusion convolution operator [Atwood and Towsley, 2016|, has been
among the first STGNN applied to time series forecasting. Apart from GCRNNS,
an approach to building T&S models consists of integrating a temporal operator
directly into the MSG( - ) function. Among the others, Wu et al. [2022] and
Marisca et al. [2022] use cross-node attention as a mechanism to propagate
information among sequences of observations at neighboring nodes. As an
additional example, an analogous model could be obtained by implementing
the Up(-) and MSG( - ) functions of the STMP layer in Equation 3.7 as TCNs:

Note that the operator resulting from the MP processing defined in Equation 3.16
can be seen as operating on the product graph obtained from spatial and
temporal relationships [Sabbaqi and Isufi, 2022|. Finally, a straightforward
approach to build T&S architectures is that of stacking blocks of alternating
spatial and temporal operators [Yu et al., 2018; Wu et al., 2019, 2020], e.g.,

27, = TCN! (hﬁ;&:t> vi,  H! =MP!'(Z.&) vt (3.17)

where TCN'( ) indicates a temporal convolutional network layer. The first
example of a similar architecture was introduced by Yu et al. [2018]. Among
follow-up works, Wu et al. [2019] introduced the GraphWaveNet architecture,
which exploits the same diffusion convolutions as Li et al. [2018] and residual



34 3.3 Spatiotemporal graph neural networks

dilated TCNs [Oord et al., 2016]. One of the major drawbacks of T&S models
is their time and space complexity which usually scale with the number of

nodes and edges in the graph times the number of input time steps, i.e., with
O(W (N + L|&max]) ), where N < |Epax| = max{|E;_x|}}V; (see Chapter 8).

Time-then-space models The general recipe for a T'TS model consists in
1) encoding time series associated with each node into a vector representation,
obtaining an attributed graph, and 2) propagating the obtained representations
throughout the graph with a stack of standard MP layers, i.e.,

hi' = SEQENC (hY}) (3.18)
H{™' = MP' (H},&,), Vi=1,...,L—1. (3.19)

The sequence encoder SEQENC ( - ) can be implemented by any modern deep
learning architecture for sequence modeling (e.g, an RNNs, a TCNs or an
attention-based operator). Note that this temporal encoder can consist of
multiple layers, i.e., it can be a deep network by itself. Since MP is performed
only w.r.t. representations corresponding to the last time step, in case of a
dynamic topology the edge set used for propagation can be obtained as a function
of &_y . rather than simply using &, i.e., E = AGGR{&_w.}. A possible choice
would be to take the union of all the edge sets, which, however, requires further
processing in the case of attributed edges [Gao and Ribeiro, 2022]. TTS models
are relatively uncommon in the literature [Gao and Ribeiro, 2022; Satorras
et al., 2022; Cini et al., 2023a, 2024| but are becoming more popular due to their
efficiency and scalability compared to T&S alternatives [Gao and Ribeiro, 2022].
Differently from generic T&S models, in fact, the number of MP operations does
not depend on the size of the window W. Indeed, TTS models have a time and
space complexity that scales as O (NW+L|&,|), rather than O(W (N+L|Epax]))
of T&S models. However, the two-step encoding might introduce bottlenecks in
the propagation of information. These considerations will be further expanded
upon in Chapter 8, which will be dedicated to addressing scalability challenges.

Space-then-time models STT models can be built by simply inverting
the order of Equation 3.18 and 3.19, i.e., by using MP layers to process static
representations at each time step, then encoded along the temporal axis by a
sequence model, i.e.,

hy* = SEQENC <hi’_ﬂ},}t) : (3.21)
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The general idea behind STT approaches is to first enrich node observations by
accounting for observations at neighboring nodes, and then process obtained
sequences with a standard sequence model. Although they have seen some
applications [Seo et al., 2018; Pareja et al., 2020; Zhao et al., 2019], STT models
do not offer the same computational benefits of TTS models, having the same
O(W(N —I—Llé'maxl)) complexity of T&S models. Nonetheless, as in T&S models,
dynamic edge sets &_ ., can be accounted for by performing MP operations
w.r.t. the corresponding edges at each time step. Analogously to TTS models,
the factorization of the processing in two steps might introduce bottlenecks.

3.3.5 Globality and locality in STGNNs

STGNNs introduced in Section 3.3 are global models that exploit relational
architectural biases to account for related time series, addressing the limitations
of the standard global approach. Indeed, by considering the STMP scheme of
Equation 3.7, it is straightforward to see that STMP layers share the parameters
used to process the time series in the collection. STMP layers condition the
extracted representations on each node’s neighborhood, thus accounting for
spatial dependencies that would have been ignored by standard (univariate)
global models. STGNNs are inductive and transferable as they do not rely
upon node-specific parameters; such properties make them distinctively different
from local multivariate approaches in Equation 2.8. Global models of the type
implemented by STGNNs are akin to those formalized in Equation 2.10, i.e.,

VS =F (00 0)  vSeP(D), (3.22)

where GI9! indicates the sub-graph induced by the subset of nodes ¢S. The
interplay between global and local aspects plays a major role in the context of
graph-based forecasting models. Indeed, although the drawbacks of the local
approach are evident, global STGNNs might struggle to effectively account for
the peculiarities of each time series thus motivating the study of hybrid models
which will be the focus of Chapter 5.

3.4 Related work

While we have already discussed architectures usually adopted in the literature,
this section briefly overviews other methods to process dynamic relational data
and the attempts to formalize such frameworks.
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3.4.1 Graph deep learning for temporal data

GDL methods have found widespread application in the processing of dynamic
relational data beyond time series processing [Kazemi et al., 2020; Longa et al.,
2023; Gravina and Bacciu, 2024]. In particular, the term temporal graph (or
temporal network) is used to indicate scenarios where nodes, attributes, and
edges of a graph are dynamic and are given over time as a sequence of events
localized at specific nodes [Kazemi et al., 2020; Rossi et al., 2020; Longa
et al., 2023; Gravina and Bacciu, 2024]. A typical reference application is
the processing of the dynamic relationships and user profiles that characterize
social networks and recommender systems. Kazemi et al. [2020] propose an
encoder-decoder framework to unify existing representation learning methods
for dynamic graphs. Barros et al. [2021] compiled a rich survey of methods
for embedding dynamic networks, while Skarding et al. [2021] focus on GNN
approaches to the same problem. Longa et al. [2023] and Gravina and Bacciu
[2024] introduce a taxonomy of tasks and models in temporal graph processing,
with Gravina and Bacciu [2024] introducing at the same time a benchmark based
on a diverse set of available datasets. Huang et al. [2023] build an alternative set
of benchmarks and datasets with a focus on applications to large-scale temporal
graphs. Besides temporal graphs, a large body of literature has been dedicated
to the processing of sequences of arbitrary graphs, e.g., without assuming any
correspondence between nodes across time steps |[Zambon, 2022; Zambon et al.,
2018; Paassen et al., 2020]. Although the problem addressed in this research
could formally be seen as a sub-case of temporal graph processing, having actual
time series associated with each node radically changes the available tools and
methods, as well as the available model designs and target applications.

Graph deep learning for time series GNNs for time series processing
have been pioneered in traffic forecasting [Li et al., 2018; Yu et al., 2018| and
their application in such context has been extremely successful thereafter |Ye
et al., 2020; Jiang and Luo, 2022; Jin et al., 2023a]. Current application
domains include among the other air quality monitoring [Chen et al., 2021b;
Iskandaryan et al., 2023], energy analytics [Eandi et al., 2022; Cini et al., 2023a],
financial time series processing [Chen et al., 2018b; Matsunaga et al., 2019],
and epidemiological data analysis [Kapoor et al., 2020; Fritz et al., 2022]. As
already discussed, several sequence modeling architectures integrating MP into
the processing have developed, from recurrent GNNs [Seo et al., 2018; Li et al.,
2018; Micheli and Tortorella, 2022], convolutional models [Yu et al., 2018; Wu
et al., 2019] and attention-based architectures [Zheng et al., 2020; Wu et al.,
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2022; Marisca et al., 2022]. Recently, MP have been integrated into deep SSMs
as well [Tang et al., 2023]. Outside of deep learning, graph-based methods
for time series processing have been studied in the context of graph signal
processing [Ortega et al., 2018; Stankovic et al., 2020; Leus et al., 2023| and go
under the name of time-vertex signal processing methods |Grassi et al., 2017].
Related methodologies addressing specific challenges will be further discussed in
the dedicated chapters, we refer to Jin et al. [2023b] for a detailed and thorough
survey of existing architectures.
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3.4 Related work




Chapter 4

Benchmarks and baselines

Before analyzing challenges and starting addressing specific challenges, this
chapter complements the discussion carried out so far by introducing bench-
marks (Section 4.1) and baselines (Section 4.2) for the introduced forecasting
architectures. Furthermore, we provide numerical simulations showing the im-
pact of the transitioning from standard global and local deep learning predictors
to graph-based architectures when forecasting collections of correlated time
series (Section 4.3). This chapter serves as starting ad reference point for the
empirical results discussed and presented throughout the thesis.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Graph
Deep Learning for Time Series Forecasting. arXiv preprint arXiv:2310.15978,
2023b
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Table 4.1. Statistics of datasets used in the experiments.

DATASETS Type Time steps Nodes Edges Rate
METR-LA Directed 34,272 207 1515 5 minutes
PEMS-BAY | Directed 52,128 325 2369 5 minutes
CER-E Directed 25,728 485 4365 30 minutes
AQI Undirected 8,760 437 2699 1 hour
GPVAR-G | Undirected 30,000 120 199 N/A

4.1 Benchmarks

This section introduces the reference synthetic datasets and real-world bench-
marks.

4.1.1 Data from real sensor networks

We consider datasets coming from traffic forecasting, energy analytics, and air
quality monitoring. In particular, we use the following benchmarks.

METR-LA & PEMS-BAY METR-LA and PEMS-BAY, introduced by Li
et al. [2018], are two popular traffic forecasting datasets consisting of mea-
surements from loop detectors in the Los Angeles County Highway [Jagadish
et al., 2014] and San Francisco Bay Area [Chen et al.; 2001].

CER-E The CER-E dataset [Commission for Energy Regulation, 2016] con-
sists of energy consumption readings, aggregated into 30-minutes intervals,
from 485 smart meters monitoring small and medium-sized enterprises.

AQI The AQI |Zheng et al., 2015 dataset collects hourly measurements of
pollutant PM2.5 from 437 air quality monitoring stations in China, spread
across different cities.

For all datasets except AQI we use a 70% — 10% — 20 for training, validation
and testing. For AQI we use the same splits of Yi et al. [2016]. For simulations,
window and horizon length are set as W = 12, H = 12 for the traffic datasets,
W =48, H = 6 for CER-E, and W = 24, H = 3 for AQI. Besides the input time
series, we use exogenous variables consisting of 1) sinusoidal functions encoding
the time of the day and 2) one-hot encodings of the day of the week. For
datasets with a large number of missing values (METR-LA and AQI), we add
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as an additional exogenous variable the binary mask introduced in Section 3.1.1.
Additional details are reported in Table 4.1.

Relational information The adjacency matrices for the traffic and air
quality monitoring datasets are obtained by applying a thresholded Gaussian
kernel [Shuman et al., 2013| on the pairwise physical distances among sensors.
In particular, for both datasets we consider a weighted adjacency matrix where
entries ai’j = a* corresponding to edges among the i-th and j-th node are

computed as
N _dist(i,j)2> N
g — { exp ( =) dist (i,7) <6 7 (A1)

0 otherwise

where dist (4, 7) indicates the distance between the i-th and j-th node,  controls
the width of the kernel and ¢ is the threshold. For CER-E the graph connectivity
is derived from the correntropy [Liu et al., 2007] among time series. In particular,
we build an adjacency matrix by extracting a K-nearest neighbor graph (with
K = 10) from the similarity matrix built by computing the average weekly
correntropy among time series.

4.1.2 Synthetic data

To evaluate forecasting architectures in a controlled environment, we adopt a
modified version of the GP-VAR dataset introduced by Zambon and Alippi
[2022].

System model Data are generated by the recursive application, starting
from noise, of an autoregressive polynomial graph filter [Isufi et al., 2019] (with
parameters shared across time series). Specifically, the underlying system model
is specified by

L Q
H=> Y 0,A4"X,_,

=1 g=1
X1 =a®tanh (H;) + b ® tanh (X;_1) + n, (4.2)

where ® € R9*E a € RY, b € RY and 1, ~ N(0,0%). In the basic version of
the dataset, which we refer to as GPVAR-G, we fix a = b = 0.5 for all time
series. The parameters of the spatiotemporal process are set as

6 =[5 750 0ol (4.3)
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Figure 4.1. GPVAR community graph. We use a graph with 20 communities resulting
in a network with 120 nodes.

The graph topology used to generate the data is the community graph shown
in Fig. 4.1. In particular, we considered a network with 120 nodes with 20
communities. We use this environment to evaluate forecasting architectures
in a setting where taking into account observations at related time series is
needed for making optimal forecasts. A modified version of the dataset will be
introduced in Chapter 5 to assess the impact of dynamics specific to each time
series.

4.2 Baselines

As a case study, we consider recurrent architectures. In particular, starting from
standard RNNs, implemented as GRUs [Chung et al., 2014|, we compare the
performance of a single global RNN sharing parameters across the collections
against a set of local models and against the multivariate approach. In particular,
we consider the following baselines.

RINN: a global node-level GRU conditioning predictions only on the history of
the target as in Equation 2.7. This model does not take spatial dependencies
into account.

FC-RNN: a GRU taking as input all of the time series concatenated along
the spatial dimension as if they were a single multivariate sequence (as
in Equation 2.9). This model lacks flexibility and does not exploit prior
relational information.

LocalRNNs: a set of local GRUs (Equation 2.6). Each GRU is specialized
on a specific time series and no parameter is shared. Similarly to the global
node-level model, spatial dependencies are ignored.

Then, for what concerns graph-based architectures, we consider both TTS and
T&S recurrent architectures. Specifically, we build TTS models by stacking

MP layers after a RNN encoder and take GCRNNs as reference T&S architec-
tures. For both architectures, we implement variants with both isotropic and
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Table 4.2. One-step-ahead forecasting error (MAE) of on (5 runs).

GPVAR-G
AZ-test
MODELS MAE
Time T&S Space
RNN 3999+ 0000 -3.0+13 = 35.7+10 53.5+05
FC-RNN A4388+.0027 | 261.041.4 252.2163 95.6+s6
LOC&lRNNS .4047i.0001 7.0i3.7 43.41442 54.41[2.3

RNN+IMP 319340000 | 0.9+400  0.5xo7  -0.3x01
RNN+AMP || .3193 0000 12416 0.8411 -0.1x0a1
GCRNN-IMP || .3194+ 0000 1.9+0.4 12404 -0.3+02
GCRNN-AMP || .3195:.0000 2.6+2.0 17414 -0.3x02
Optimal model 3192 — —

T&S | TTS

anisotropic message-passing. In particular, we compare the following model
architectures.

RNN+IMP: a global TTS model composed by a GRU followed by a stack of
isotropic MP layers. The MP operator is defined as in Equation 3.4.

RNN+AMP: aglobal TTS model composed by a GRU followed by anisotropic
MP layers. The MP operator is defined as in Equation 3.5-3.6.

GCRNN-IMP: a global T&S gated GCRNN with isotropic MP. The recur-
rent cell implementation follows Equation 3.12-3.15, the MP operator is set
up as in Equation 3.4.

GCRNN-AMP: a global T&S gated GCRNN with anisotropic MP. The
recurrent cell implementation follows Equation 3.12-3.15, the MP operator is
set up as in Equation 3.5-3.6.

All the considered architectures follow the template defined in Equation 3.8-3.10,
and the different variants are obtained by changing the implementation of the
STMP block. We stress that all the global models share the same parameters
across the time series in the collection.
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State-of-the-art architectures Besides reference architectures, we also
consider the following state-of-the-art graph-based forecasting architectures.

DCRNN [Li et al., 2018]: a recurrent T&S model based on an isotropic
graph convolutional operator aggregating representations form K-hop neigh-
borhoods [Atwood and Towsley, 2016].

AGCRN [Bai et al., 2020]: a T&S hybrid global-local GCRNN where weights
in each layer are dependent on the nodes being processed.

GraphWaveNet [Wu et al., 2019]: a deep T&S spatiotemporal convolu-
tional network based on stack of dilated TCNs and multi-hop graph convolu-
tions.

Additional baselines will be introduced, whenever appropriate, in the next
chapters.

4.3 Some empirical results

In this section, we provide some preliminary empirical results to substantiate
the discussion carried out in the previous chapters. Additional details and
results are reported in Appendix D and in the reference paper [Cini et al.,
2023b].

GP-VAR In the first experiment, we train the models on the task of one-
step-ahead prediction in GPVAR-G. Besides MAE, we use AZ-whiteness test
statistics [Zambon and Alippi, 2022] to assess the presence of temporal, spatial
and spatiotemporal correlations on the prediction residuals. In particular, the
test statistics allow for quantifying the residual correlation. The performance
of the optimal model is obtained analytically by considering the variance of the
noise 7; in Equation 4.2. As expected, models that do not exploit spatial depen-
dencies (RNN, FC-RNN and LocalRNNs) struggle in both datasets, displaying
large residual spatial correlation, as shown by the spatial and spatiotemporal
statistics. Graph-based methods, instead, achieve performance close to the
theoretical optimum in GPVAR-G, with the test statistics close to zero.

Benchmarks Table 4.3 shows the results of the empirical evaluation of the
reference models on the selected datasets. Graph-based architectures outperform
standard local and global predictors in all of the considered scenarios. Notably,
as one might expect, local models perform and scale poorly. The performance
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Table 4.3. Forecasting error (MAE) on 4 benchmark datasets (5 runs). The best result
between each model and its variant with embeddings is in bold.

MODELS ‘ METR-LA PEMS-BAY CER-E AQI

RNN 3.54+ .00 1.77+.00 4.57+0.01 14.02+.04

Cé) RNN+IMP 3.34+.0 1.72+ .00 4.39+0.01 12.74+.02
B RNN+AMP 3.24+.01 1.66+.00 4.31+0.01 12.30+.02
g GCRNN-IMP 3.35+.01 1.70+.01 4.44 1001 12.87+.02
= | GCRNN-AMP 3.224.02 1.65+.00 4.57+00 12.29+.02
§ DCRNN 3.22+.01 1.64+.00 4.28+001 12.96+.03
;?:% GraphWaveNet 3.054+ .03 1.56+.01 3.97+x001 12.08+11
= AGCRN 3.16+.01 1.61:00  4.451001 13.33.02

of state-of-the-art architectures shows that performance can be improved w.r.t.
the vanilla TTS and T&S models; the next chapter will provide more insights on
the source of these performance gains. As a final comment, anisotropic message-
passing schemes outperform their isotropic counterparts in most scenarios,
while reference T'TS architectures perform on par or better than T&S models.
However, these results do not necessarily generalize to all datasets and TTS/T&S
architectures, e.g., as shown by the performance of GraphWaveNet.
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Chapter 5

Local effects

Global STGNNs models have several advantages over standard multivariate
models. However, explicitly accounting for the behavior of individual time
series might be problematic (Challenge 1) [Montero-Manso and Hyndman,
2021|. In this chapter, we introduce hybrid global-local STGNNs and assess
how to incorporate node-specific components in graph-based forecasting archi-
tecture. In particular, we identify learnable node-embeddings as and effective
and efficient methodology to obtain such models. Furthermore, we show that
node embeddings for time series outside the training dataset can be obtained
by fitting a relatively small number of observations. The chapter is structured
as follows. Section 5.1 introduces the problem and background,, while Sec-
tion 5.2 discusses approaches to obtain hybrid predictors following the template
architecture introduce in Section 3.3.3. Section 5.3 introduces learnable node
embeddings as method to amortize the learning of node-specific components.
The transferability of the resulting forecasting models to different node sets
is then discussed in Section 5.4; Section 5.6 empirically evaluate the proposed
methodology. Section 5.5 and Section 5.7 discuss related works and future
directions, respectively.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, Daniele Zambon, and Cesare Alippi. Taming
Local Effects in Graph-based Spatiotemporal Forecasting. Advances in
Neural Information Processing Systems, 2023c
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5.1 Dealing with local effects

Modeling the individual dynamics of each time series can be challenging for
global models [Montero-Manso and Hyndman, 2021]. As an example, consider
the problem of electric load forecasting: consumption patterns of single cus-
tomers are influenced by shared factors, e.g., weather conditions and holidays,
but are also determined by the daily routine of the individual users related
by varying degrees of affinity. We refer to the dynamics proper to individual
nodes as local effects. If local effects are present, global models might require
an impractically large model capacity to account for all node-specific dynam-
ics [Montero-Manso and Hyndman, 2021], thus losing some of the advantages of
using a global approach. In particular, in the STGNN case, then, increasing the
input window for each node would result in a large computational overhead.

Dealing with local effects Local effects might be tacked by providing the
global model with a mechanism to promptly characterize the target time series.
Ideally, as we will discuss in Section 5.3, this could be done by exploiting static
attributes such as the positional encodings used by, e.g., graph Transformer
architectures [Rampasek et al., 2022|. However, these are rarely available
in practice, and extracting them might require thorough feature engineering.
Furthermore, hand-crafted features could end up active as mere identifiers if the
size of the collection does not allow for learning meaningful representations of
static node attributes. A different approach is that of considering hybrid global-
local architectures as discussed in Section 2.5.2 [Wang et al., 2019; Smyl, 2020].
By doing so, the designer accepts a compromise in transferability and model
complexity that often empirically leads to higher forecasting accuracy. Notably,
the added complexity and specialization might negate the benefits of using a
global component. In this regard, it has become common to see node-specific
trainable parameters being introduced as a means to extract node(sensor)-level
features and then used as spatial identifiers within the processing [Bai et al.,
2020; Deng and Hooi, 2021]. Although several of these architectures exist,
none of the previous works discussed the implications of the adopted design
choices in the context of global and local forecasting. In the following, we
interpret learnable node embeddings as a method to amortize the learning of
local processing blocks in hybrid forecasting architectures.
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5.2 Hybrid global-local STGNNs

Combining global graph-based components with local node-level components
has the potential for achieving a two-fold objective: 1) exploiting relational
dependencies together with side information to learn flexible and efficient graph
deep learning models and 2) making at the same time specialized and accurate
predictions for each time series. In particular, global-local STGNNs approximate
the data-generating process as

plg{wz} (wi+h|gt—W:t7 Ut:t+h+1) ~ pl (wi+h‘X<t7 Ut:t+h+1) ) (51)

where parameter vector 0 is shared across all nodes, whereas {w'}Y | are
time-series dependent parameters. The associated point predictor is

X\-t:t+H =F (gtfw:h s 707 {wl iV:1> (52)

where F(-) is shared among all nodes. Predictor F( -;0,{w'}Y,) could be
implemented, for example, as a sum between a global model and a (simpler)
local one:

(1 ~1,(2 7 i
Xt(:t)+H = ’FG (gt*W#/? cee 70) ) wt:£+)H = fz (wth:b oW ) (53)

@izt+H = ‘ﬁj&gH + iiﬁ)m (5.4)
or — with a more integrated approach — by using different weights for each time
series at the encoding and /or decoding steps. The latter approach results in using
a different encoder and/or decoder for each i-th node in the template STGNN
architecture (Equation 3.8-3.10) to extract representations and, eventually,
project them back into the input space:

h;’, = ENCODER,; (z,_;,ui_,,v";w.,.) (5.5)

~7q '7L . . .
wllf:t—i-H = DECODERi <h12f—17 uizfzt+H? w;ee) . (56)

STMP layers could in principle be modified as well to include specialized
operators, e.g., by using a different local update function UP;( - ) for each node.
However, this would be impractical unless subsets of nodes are allowed to share
parameters to some extent (e.g., by clustering them).

To support our arguments, Table 5.1 shows empirical results for the reference
TTS models with isotropic message passing (RNN+IMP) on METR-LA and
PEMS-BAY, the two popular traffic forecasting benchmarks introduced in
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Table 5.1. Perfomance (MAE) of RNN+IMP variants and number of associated
trainable parameters (5-run average).

METR-LA [# params| | PEMS-BAY |[# params|
Global TTS 3.35 xoor  4.71x10* 1.72 000 4.71x10%

@ £ Encoder 3.15 +o.01 2.05x10° 1.66 +o0.01 2.75%10°
B Decoder 3.09 +o.01 2.08x10° 1.58 +0.00 3.00x10°
&| = | Enc. + Dec. | 3.16 +o.01 3.66x10° 1.70 +o.01 5.28%10°
< 5| Encoder 3.08 1001 5.59x 10" 1.58 t000  5.96x10°
%3 ié Decoder 3.13 +0.00 5.59% 104 1.60 +o.00 5.96x 104
| @ | Enc. + Dec. | 3.07 o001 5.79%x 104 1.58 +0.00 6.16x10%
FC-RNN 3.56 + 0.0 2.04x10° 2.32 + 001 3.04x10°
LocalRNNs 3.69 +o.00 7.04x10° 1.91 10.00 1.10x107

Chapter 4. In particular, we compare the global approach with 3 hybrid global-
local variants where local weights are used in the encoder, in the decoder, or
in both of them (see Equation 5.5-5.6 and the light brown block in Table 5.1).
While fitting a separate RNN to each individual time series fails (LocalRNNs),
exploiting a local encoder and/or decoder significantly improves performance
w.r.t. the fully global model. Note that the cost of specialization is paid in
terms of the number of learnable parameters which is an order of magnitude
higher in global-local variants. Remarkably, having both encoder and decoder
implemented as local layers leads to an even larger number of parameters
and has a marginal impact on forecasting accuracy. The table reports as a
reference also results for FC-RNN, the multivariate RNN taking as input the
concatenation of all time series.The light gray block in Table 5.1 anticipates the
effect of replacing the local layers with the use of learnable node embeddings,
an approach discussed in depth in the next section.

5.3 Node embeddings

Section 5.3.1 introduces node embeddings as a mechanism to amortize the
learning of local components and discusses the supporting empirical results.
Section 5.3.2 then proposes possible regularization techniques and discuss the
advantages of embeddings in transfer learning scenarios.
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5.3.1 Amortized specialization

As discussed in Section 5.1, static node features and positional encodings offer
the opportunity to design and obtain node identification mechanisms across
different time windows to tailor predictions to a specific node. However, in most
settings, node features are either unavailable or insufficient to characterize the
node dynamics. Furthermore, not having access to a large enough collection
might prevent the model from using such encodings effectively. A possible
solution consists of resorting to learnable node embeddings, i.e., a table of
learnable parameters © = Q € RV¥*%_  Rather than interpret these learned
representations as positional encodings (such as those used in graph Trans-
formers), our proposal is to consider them as a way of amortizing the learning
of node-level specialized models. More specifically, instead of learning a local
model for each time series, embeddings fed into modules of a global STGNN
and learned end-to-end with the forecasting architecture allow for specializing
predictions by simply relying on gradient descent to find a suitable encoding.

The most straightforward option for feeding embeddings into the processing
is to update the template model by changing the encoder and decoder as

h;’ = ENCODER (z!_,,...,q'), (5.7)
ii:t+H = DECODER (h’i’L7 ey ql> . (58)

which can be seen as amortized versions of the encoder and decoder in Equa-
tion 5.5-5.6. The encoding scheme of Equation 5.7 also facilitates the prop-
agation of relevant information by identifying nodes, an aspect that can be
particularly significant as message-passing operators — in particular isotropic
ones — can act as low-pass filters that smooth out node-level features [Nt and
Maehara, 2019; Oono and Suzuki, 2019].

Table 5.1 (light gray block) reports empirical results that show the effec-
tiveness of embeddings in amortizing the learning of local components, with
only a moderate increase in the number of trainable parameters w.r.t. the base
global model. In particular, feeding embeddings to the encoder, instead of
conditioning the decoding step only, results in markedly better performance,
hinting at the impact of providing node identification ahead of MP (additional
empirical results are provided in Section 5.6).

5.3.2 Structuring the embedding space

The latent space in which embeddings are learned can be structured and
regularized to enjoy benefits in terms of interpretability and transferability. In
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fact, accommodating new embeddings can be problematic, as they must fit in a
region of the embedding space where the trained model can operate, and, at the
same time, capture the local effects at the new nodes. In this setting, proper
regularization can provide positive inductive biases and help transfer the learned
model to different node sets. As an example, if domain knowledge suggests that
neighboring nodes have similar dynamics, Laplacian regularization [Zhou et al.,
2003; Kipf and Welling, 2017] can be added to the loss. Clearly, regularization
needs to preserve the effectiveness of embeddings in specializing the predictions.
In the following, we propose two general-purpose strategies based on variational
inference and node clustering to impose soft constraints on the latent space. As
shown in Section 5.6, the resulting structured space additionally allows us to
gather insights into the features encoded in the embeddings.

Variational regularization As a probabilistic approach to structuring the
latent space, we propose to consider learned embeddings as parameters of an
approximate posterior distribution — given the training data — on the vector
used to condition the predictions. In practice, we model each node embedding
as a sample from a multivariate Gaussian q¢° ~ r'(q‘|D) = N (u;, diag(a?))
where (u;, o;) are the learnable (local) parameters. Each node-level distribution
is fitted on the training data by considering a standard Gaussian prior and
exploiting the reparametrization trick [Kingma and Welling, 2013| to minimize

5, = Equr [é (E;HH, Xt:HH)} + 8Dk (R|P), (5.9)

where P = N(0,1) is the prior, Dk the Kulback-Leibler divergence, and
[ controls the regularization strength. This regularization scheme pushes
toward learning a smooth latent space where it is easier to interpolate between
representations, thus providing a principled way for accommodating different
node embeddings.

Clustering regularization A different (and potentially complementary)
approach to structuring the latent space is to incentivize node embeddings to
form clusters and, consequently, to self-organize into different groups. We do so
by introducing a regularization loss inspired by deep K-means algorithms [Yang
et al., 2017al. In particular, besides the embedding table Q@ € RY*% we equip
the embedding module with a matrix C € RX*% of K < N learnable centroids
and a cluster assignment matrix § € RV*¥ encoding scores associated to each
node-cluster pair. We consider scores as logits of a categorical (Boltzmann)
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distribution and learn them by minimizing the regularization term

Si;/T
. erii
Lreg=BEm[|Q - MC|,], p(My;=1)= S esar
where 7 is a hyperparameter. We minimize £,., — which corresponds to the
embedding-to-centroid distance — jointly with the forecasting loss by relying on
the Gumbel softmax trick [Maddison et al., 2017]. Similarly to the variational
inference approach, the clustering regularization gives structure to embedding

space and allows for inspecting patterns in the learned local components (see
Section 5.6).

5.4 Transferability

One of the main advantages of global models based on GNNs is that they can
make predictions for never-seen-before node sets, and handle graphs of different
sizes and variable topology. As we discussed, graph-based predictors can be
used for zero-shot transfer and inductive learning and can easily handle new
time series being added to the collection; this corresponds to the real-world
scenario of new sensors being added to a network over time. This flexibility has
several applications in time series processing besides forecasting, e.g., as models
for performing spatiotemporal kriging [Stein, 1999] or virtual sensing [Cini et al.,
2022b; Wu et al., 2021b; Zheng et al., 2023] (see Chapter 6), where inductive
STGNNSs can be used to perform graph-based spatial interpolation. However,
as we will show in Section 5.6, performance in the inductive setting can quickly
degrade as soon as the target time series exhibit dynamics that deviate from
those observed in the training examples. Clearly, this flexibility is completely
compromised in architectures that include node-specific local components and,
as a result, cannot make zero-shot forecasts.

Transfer learning STGNNSs can be adjusted to account for other sets of time
series (with different dynamics) by fine-tuning on the available data a subset
of the forecasting architectures weights. In particular, if local components are
replaced by node embedding, adapting the specialized components is relatively
cheap since the number of parameters to fit w.r.t. the new context is usually
contained, and the structure of the embedding latent space can be exploited.
In other words, node embeddings can amortize the cost of the transfer learning
by limiting the fine-tuning of the model to fitting a new set of embeddings for
the nodes in the target set while freezing the shared weights. Experiments in
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Section 5.6 provide an in-depth empirical analysis of transferability within our
framework and show that the discussed regularizations can be useful in this
regard.

5.5 Related work

Although the interplay between globality and locality plays such a central
role in graph-based forecasting, it has received only minor attention from the
research community. In particular, while several architectures have included
node-specific components, none of the previous works discussed the implications
of the adopted design choices in the context of global and local forecasting.
Among the methods that focus on modeling node-specific dynamics, Bai et al.
[2020] use a factorization of the weight matrices in a recurrent STGNN to adapt
the extracted representation to each node. Conversely, Chen et al. [2021a]
use a model inspired by Wang et al. [2019] consisting of a global GNN paired
with a local model conditioned on the neighborhood of each node. Node
embeddings have been mainly used in structure-learning modules to amortize
the cost of learning the full adjacency matrix [Wu et al., 2019; Shang and Chen,
2021; Deng and Hooi, 2021] and in attention-based approaches as positional
encodings [Satorras et al., 2022; Marisca et al., 2022; Zheng et al., 2020]. Learned
embeddings are indeed key components in several Transformer architectures [Liu
et al., 2023a; Xiao et al., 2024|. Shao et al. [2022] observe how adding node
and time embeddings to an otherwise global (univariate) architecture can
outperform several state-of-the-art STGNNs. Conversely, Yin et al. [2022] used
a cluster-based regularization to fine-tune an AGCRN-like model on different
datasets. None of the previous works systematically directly addressed the
problem of globality and locality in STGNNs, nor provided a comprehensive
framework accounting for learnable node embeddings within different settings
and architectures. Besides GDL methods, as we already discussed in Chapter 2,
there are several examples of hybrid global and local time series forecasting
models [Wang et al., 2019; Smyl, 2020], which however do not address the
transfer learning scenarios.

5.6 Empirical results

This section reports salient results of an extensive empirical analysis of global and
local models and combinations thereof in spatiotemporal forecasting benchmarks
and different problem settings; additional results can be found in the reference
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Table 5.2. One-step-ahead forecasting error (MAE) of on GPVAR-L (5 runs).

GPVAR-L
MODELS MAE AZ-test
Time T&S Space
RNN .D441+0002 | 10.8+26  0.5+19 -10.1+0s3
< + Emb. || .4611+ 0003 6.1414 -1.1x11  -7.7x0s
FC-RNN 5948+ 0102 | 108.4481 T73.6265 -4.4423
LocalRNNs 46100003 32411 -2.3x11  -6.5+1a
RNN+IMP .3808+.0031 | 13.8422  7.9:16 -2.6+00
Cé) — + Emb. || .3197+.0001 14110 1.0£00 -0.0x03
=] RNN+AMP | .3639:o00s2 | 13.1t26 7.5:24 -2.5:10
< + Emb. || .3199+ 0001 1.8407  1.0x06 -0.3x0.3
GCRNN-IMP || .3714+.0070 | 15.2420 9.0+16 -2.5+15
£ < + Emb. || .3204+.0001 24100 1.8x0 0.1x02
H | GCRNN-AMP || .3518+.0013 | 10.5425 5.7+16 -2.4x06
< + Emb. || .3204x 0002 1.8:06 0.9:t04 -0.410s

Optimal model .3192 — — —

paper |Cini et al., 2023c|]. We consider the same models and hyperparameters
introduced in Chapter 4; additionally, we consider the variations of the models
augmented by the use of node embeddings ((Equation 5.7-5.8)) Note that among
the baselines selected from the literature (namely DCRNN, GraphWaveNet,
and AGCRN) only DCRNN can be considered fully global (see Section 5.5).

5.6.1 Synthetic data

We start by assessing the performance of hybrid global-local spatiotemporal
models on a variant of GPVAR-G (Section 4.1), modified to include local effects.
In particular, we keep the structure data-generating process unchanged, i.e.,
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data are generated as

L Q
H =) Y 0,4A47X,

=1 g=1
Xi+1 = a ©tanh (H;) + b ® tanh (Xy—1) + 4, (5.10)

but, instead of having a and b fixed, we sample them from a uniform distribution
for each time series such that for each i-th node

a’ b ~U(-2,2). (5.11)

Table 5.2 shows forecasting accuracy for reference architectures with a 6-steps
window on data generated from the processes. In GPVAR-L, global and
univariate models fail to match the performance of STGNNs that include local
components; interestingly, the global model with anisotropic MP outperforms
the isotropic alternative, suggesting that the more advanced MP schemes can
lead to more effective state identification.

5.6.2 Benchmarks

We then compare the performance of reference architectures and baselines with
and without node embeddings at the encoding and decoding steps. Note that,
while reference architectures and DCRNN are purely global models, the vanilla
versions of GraphWaveNet and AGCRN already use node embeddings to obtain
an adjacency matrix for MP. AGCRN, furthermore, uses embeddings to make
the convolutional filters adaptive w.r.t. the node being processed. We evaluate
all models on real-world datasets from three different domains (traffic networks,
energy analytics, and air quality monitoring), by considering the settings
introduced in Chapter 4. In particular, besides the already mentioned traffic
forecasting benchmarks (METR-LA and PEMS-BAY), we run experiments
on smart metering data from the CER-E dataset [Commission for Energy
Regulation, 2016] and air quality measurements from AQI [Zheng et al., 2015].
Table 4.3 reports forecasting MAE averaged over the forecasting horizon. Global-
local reference models outperform the fully global variants in every considered
scenario. A similar observation can be made for the state-of-art architectures,
where the impact of node embeddings (at encoding and decoding) is large for
the fully global DCRNN and more contained in models already equipped with
local components. Note that hyperparameters were not tuned to account for
the change in architecture. Surprisingly, the simple RNN+IMP model equipped
with node embeddings achieves results comparable to that of state-of-the-art
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Table 5.3. Forecasting error (MAE) on 4 benchmark datasets (5 runs). The best result
between each model and its variant with embeddings is in bold.

- -
s 3 3
‘A ‘I
2 = 5 S 2 = 5 S
MODELS = A ®) < = A 9 <
Reference arch. Global models Global-local models (with embeddings)
RNN 3.54400 1.77+00 4.57x001 14.024.04]3.15+.03 1.59+.00 4.2210.02 13.73+.04

GCRNN-IMP |3.35+.01 1.70+.01 4.444001 12.874.02/3.10+.01 1.59+.00 4.1820.00 12.48+.03
RNN+IMP  |3.34x.01 1.72100 4.3940.01 12.744.02|3.08+.010 1.58+.00 4.1240.03 12.33+.02
GCRNN-AMP [3.221.02 1.65+.00 4.57+00a 12.294.02(3.07+.02 1.594.00 4.1710.02 12.17+.05
RNN+AMP  [3.241.01 1.66+.00 4.314001 12.304.02(3.06+.01 1.58+.01 4.1340.00 12.15+.02

Baseline arch. Original Embeddings at Encoder and Decoder
DCRNN 3.22+01 1.64+00 4.28+01 12.96+.03]3.07+02 1.60+00 4.13102 12.53+.02
GraphWaveNet |3.05+.03 1.56+.01 3.97+.01 12.08211]2.99+02 1.58+00 4.0l+01 11.81+.04
AGCRN 3.16+01 1.61+00 4.45+01 13.33+.02|3.14+00 1.62+.00 4.37+02 13.28+.08

STGNNs with a significantly lower number of parameters and a streamlined
architecture. Interestingly, while both global and local RNNs models fail, the
hybrid global-local RNN obtains remarkable performance.

Structured embeddings To test the hypothesis that structure in embedding
space provides insights on the local effects at play, we consider the clustering
regularization method (Section 5.3.2) and the reference RNN+IMP model trained
on the CER-E dataset. We set the number of learned centroids to K = 5
and train the cluster assignment mechanism end-to-end with the forecasting
architecture. Then, we inspect the clustering assignment by looking at intra-
cluster statistics. In particular, for each load profile, we compute the weekly
average load curve, and, for each hour, we look at quantiles of the energy
consumption within each cluster. Figure 5.1a shows the results of the analysis
by reporting the median load profile for each cluster; shaded areas correspond
to quantiles with 10% increments. Results show that users in the different
clusters have distinctly different consumption patterns. Figure 5.1b shows a 2D
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(a) Average cluster load by day of the week. (b) Node embeddings.

Figure 5.1. Time series clusters in CER-E obtained by regularizing the embedding
space. (a) Average load for each clusters. (b) t-SNE plot of the corresponding node
embeddings.

Table 5.4. Datasets considered in the transfer learning experiments.

DATASETS Type  Time steps Nodes FEdges Rate

PEMSO03 Directed 26,208 358 546 5 minutes
PEMS04 Directed 16,992 307 340 5 minutes
PEMS07 Directed 28,224 883 866 5 minutes
PEMSO08 Directed 17,856 170 277 5 minutes

t-SNE visualization of the learned node embeddings, providing a view of the
latent space and the effects of the cluster-based regularization.

5.6.3 Transfer learning

In this experiment, we consider the scenario in which an STGNN for traffic
forecasting is trained by using data from multiple traffic networks and then used
to make predictions for a disjoint set of sensors sampled from the same region.
We use the PEMS03, PEMS04, PEMSO07, and PEMSO08 datasets [Guo
et al., 2021b|, which contain measurements from 4 different districts in Cal-
ifornia. We train models on 3 of the datasets, fine-tune on 1 week of data
from the target left-out dataset, validate on the following week, and test on
the week thereafter. Following previous works [Guo et al., 2021b]|, we split the
datasets into 60%/20%/20% for training, validation, and testing, respectively.
We compare variants of RNN+IMP with and without embeddings fed into
encoder and decoder. Together with the unconstrained embeddings, we also
consider the variational and clustering regularization approaches introduced
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Table 5.5. Forecasting error (MAE) in the transfer learning setting (5 runs average).
Results refer to a 1-week fine-tuning set size on all PEMS datasets.

RNN+IMP PEMS03 ~ PEMS04  PEMS07  PEMSO08
| Global | 1530 005 2159 011 23.82 x00s 1590 =007
; Embeddings | 14.64 <005 20.27 £011  22.23 + o008 15.45 + 0.6
é — Variational | 14.56 +o0.0s 20.19 +005 22.43 002 15.41 + 0.06
" |~ Clustering | 14.60 < 002 19.91 £ 011 22.16 + 007 15.41 = .06

Zero-shot 1820 000 23.88 x00s  32.76 x 060 20.41 007

Table 5.6. Forecasting error (MAE) on PEMS04 in the transfer learning setting by
varying fine-tuning set size (5 runs average).

Model Training set size
RNN+IMP 2 weeks 1 week 3 days 1 day
Global 20.86 o003 21.59 o011 21.84 £o0s 22.26 +o0.10
Embeddings | 19.96 +o00s 20.27 £o011  21.03 £014 21.99 £ 0.3
— Variational | 19.94 + 008 20.19 005 20.71 £ 012 21.20 + 0.5
— Clustering | 19.69 +o0.06 19.91 +0.11 20.48 1000 21.91 +o021

in Section 5.3.2. At the fine-tuning stage, the global model updates all of its
parameters, while in the hybrid global-local approaches only the embeddings
are fitted to the new data. Table 5.5 reports results for the described scenario.
The fully global approach is outperformed by the hybrid architectures in all
target datasets. Besides the significant improvement in performance, adjusting
only node embeddings retains performance on the source datasets. Furthermore,
results show the positive effects of regularizing the embedding space in the
transfer setting. This is further confirmed by results in Table 5.6, which reports,
for PEMS04, how forecasting error changes in relation to the length of the
fine-tuning window. We refer to Appendix E for an in-depth analysis of several
additional transfer learning scenarios.
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5.7 Discussion and future directions

This chapter investigated the impact of locality and globality in graph-based
spatiotemporal forecasting architectures and introduced a framework for build-
ing hybrid global-local predictors. The introduced framework sheds light on
the empirical results associated with using trainable node embeddings in the
spatiotemporal forecasting literature. We also discussed different architectures
and regularization techniques to account for local effects in different scenarios.
The proposed methodologies are thoroughly empirically validated and, although
not inductive, prove to be effective in a transfer learning context. We argue
that the issues addressed here are of central importance for the understanding
and design of effective graph-based spatiotemporal forecasting architectures.

Future directions Adding node specific components to the forecasting archi-
tecture, even if by exploiting node embeddings, makes the number of parameters
scale linearly with the number of input time series (nodes). Future research
could aim at tackling the issues by designing intermediate solutions, e.g., relying
clustering to identify groups of time series that can share parameters. This idea
has been, for example, explored by Bandara et al. [2020], which partition time
series collections into groups and learn a global model specific to each group.
Similarly, Xiao et al. [2024] introduced a Transformer architecture with a fixed
number of learnable positional encodings. Nonetheless, assigning new target
time series to a specific group if not trivial, especially if only few observations
are available. In summary, future research should focus on 1) making the learn-
ing of specific components more scalable and 2) further tailoring the resulting
methodologies to transfer (and possibly inductive) learning,.



Chapter 6
Missing data

This chapter addresses the problem of missing data and introduces graph-
based methodologies for data reconstruction (Challenge 2). Dealing with
missing values and incomplete time series is a labor-intensive and inevitable
task when handling data from real-world applications. Here, we consider the
problem in the context of collections of correlated time series and introduce
methodologies to reconstruct missing observations by exploiting dependencies
across time and space. In this research, we introduce a comprehensive GDL
framework for missing data imputation. We propose two STGNN architectures
for data reconstruction based on graph RNNs and attention-based MP operators.
Empirical results show that graph-based models outperform state-of-the-art
methods on relevant benchmarks with performance improvements often higher
than 20%. Section 6.1 introduces the problem and discusses related works.
Section 6.3 and 6.4 present the proposed methodologies. Experimental results
are reported and discussed in Section 6.5. Section 6.6 summarizes the results
and discusses future directions.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, and Cesare Alippi. Filling the G_ap_s:
Multivariate Time Series Imputation by Graph Neural Networks. In
International Conference on Learning Representations, 2022b

e Ivan Marisca, Andrea Cini, and Cesare Alippi. Learning to Reconstruct
Missing Data from Spatiotemporal Graphs with Sparse Observations. In
Advances in Neural Information Processing Systems, 2022
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e Giovanni De Felice, Andrea Cini, Daniele Zambon, Vladimir Gusev, and
Cesare Alippi. Graph-based Virtual Sensing from Sparse and Partial
Multivariate Observations. In International Conference on Learning

Representations, 2024
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6.1 Dealing with missing data

Imputation of missing values is a prominent problem in multivariate time-series
analysis from both theoretical and practical perspectives [Little and Rubin,
2019]. In fact, current systems acquire data through large and heterogeneous
sensor networks often characterized by irregular sampling procedures which,
together with hardware and software faults, result in incomplete observations.
This means that the time series collections acquired by these systems can have
considerable amounts of missing values. Missing values can appear uniformly at
random over time and space or, e.g., be spatially and temporally correlated. In
particular, we might observe contiguous blocks of missing data in time but also
in space, with concurrent failures localized in a region of the network. In this
context, effective imputation methods should aim at reconstructing the missing
observations by possibly exploiting both temporal and spatial dependencies.

Dealing with missing data Reconstructing missing observations has relevant
applications on its own as it provides insights on the monitored systems and,
in many cases, is a required preprocessing step to enable further analysis, e.g.,
forecasting. Among different imputation methods, approaches based on deep
learning have become increasingly popular [Yoon et al., 2018; Cao et al., 2018;
Liu et al., 2019; Du et al., 2023]. However, as discussed in Section 6.1.1, these
methods often disregard available relational information. As already argued
in the thesis, GDL offers the tools needed to go beyond this limitation [Cini
et al., 2022b; Marisca et al., 2022; Chen et al., 2022; Liu et al., 2023b; Wang
et al., 2023; De Felice et al., 2024|. For the first time in the literature, the
following introduces a comprehensive GDL framework for (multivariate) time
series imputation by exploiting purposely designed STGNNs and relational side
information [Cini et al., 2022b; Marisca et al., 2022]. In particular, we introduce
Graph Recurrent Imputation Network (GRIN), a bidirectional GCRNNs model
performing imputation by autoregressively integrating information across both
time and space. We then extended the methodology to attention-based methods
to tackle error-compounding issues that might occur in certain scenarios when
relying on recurrent architectures [Marisca et al., 2022].

6.1.1 Related work

A large amount of literature addresses missing value imputation in time series.
Besides interpolation based on polynomial curve fitting, popular approaches
aim at filling up missing values by using standard statistical methods. For
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example, several approaches rely on K-nearest neighbors |Troyanskaya et al.,
2001; Beretta and Santaniello, 2016], expectation maximization [Ghahramani
and Jordan, 1994| or linear predictors and state-space models [Durbin and
Koopman, 2012|. Low-rank approximation methods, such as methods based on
matrix factorization [Cichocki and Phan, 2009], are also widely popular and can
incorporate temporal [Yu et al., 2016] and relational information [Kalofolias
et al., 2014; Rao et al., 2015]. The idea of exploiting geometry and relational
structures to perform dimensionality reduction and denoising is also related to
manifold learning [Tenenbaum et al., 2000; Belkin and Niyogi, 2001; Coifman
and Lafon, 2006]. Currently, deep learning methods are among the most
commonly used approaches in time series imputation.

Deep learning for time series imputation Deep autoregressive models
based on RNNs have been widely studied and adopted [Che et al., 2018; Yoon
et al., 2017; Cao et al., 2018; Miao et al., 2021]. In this direction, BRITS [Cao
et al., 2018] is archetypal of several related works which exploit bidirectional
RNNs to perform imputation. Several approaches in the literature, then, rely
on generative models [Yoon et al., 2018; Luo et al., 2018, 2019; Miao et al., 2021;
Alcaraz and Strodthoff, 2023|. Attention-based imputation techniques have also
been proposed [Du et al., 2023; Tashiro et al., 2021; Shukla and Marlin, 2021].
However, none of these prior works explicitly account for spatial dependencies
within the graph processing framework and overlook the spatial dimension of
the problem. Other works, instead, address this problem in the context of
continuous-time models [Chen et al., 2018a; Rubanova et al., 2019; Bilos et al.,
2023]. Huang et al. [2020], in particular, exploit graph representations to model
dependencies among irregularly sampled spatiotemporal data. The limits of
deep autoregressive approaches in data reconstruction have also been tackled
by using hierarchical imputation methods [Liu et al., 2019]. GRIN [Cini et al.,
2022b] has been the first among several GDL frameworks for general multivariate
time series imputation [Chen et al., 2022; Liu et al., 2023b; Wang et al., 2023|.
Other graph-based architectures have been used in application-specific settings,
such as traffic data |Liang et al., 2022b; Ye et al., 2021], load profiles from smart
grids [Kuppannagari et al., 2021|, and trajectory reconstruction |[Omidshafiei
et al., 2022]. Many different architectures are being investigated and we refer
to Jin et al. [2023b] for a recent survey. Related to imputation, STGNNs
have been also used to perform virtual sensing [Stein, 1999; Wu et al., 2021b;
Cini et al., 2022b], i.e., to infer observations at unmonitored locations, i.e.,
nodes with no valid observation attached. In particular, Wu et al. [2021D],
Zheng et al. [2023], and Xu et al. [2023] directly tackle the virtual sensing
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problem in inductive learning settings. In particular, we have recently explored
the problem of virtual sensing from partial observations in [De Felice et al.,
2024], where, besides considering relationships between different time series, we
leveraged a nested graph structure to model dependencies among covariates.
Besides applications to time series, GNN are also popular architectures for
reconstructing missing features in static graphs [Spinelli et al.; 2020; You et al.,
2020] and for relational matrix completion [Monti et al., 2017; Berg et al., 2017].
In this context, Rossi et al. [2021], finally, adapt label propagation [Ghahramani
and Jordan, 1994] to deal with missing node features.

6.2 Problem definition

To model the presence of missing values, as mentioned in Section 3.1.1, we
consider, at each step, a binary mask M; € {0, 1}¥*% where mi[k] = 1 if k-th
channel of ! contains a valid observation, and m}[k] = 0 otherwise. In the
following, for simplicity’s sake, we focus on the case where missing value affect
all the available channels at the same time, i.e., if there exist a k such that
mik = 0 then m!k = 0 at all the k-th channels'. In this setting, the notation
can be simplified by considering mask m! to be scalar, i.e., mi € {0,1}. We
denote by X; the unknown ground truth observations at time step t, i.e., the
complete observation matrix without any missing data. We assume stationarity
of missing data distribution and, in experiments, we mostly focus on the missing
at random scenario [Rubin, 1976]. We do not make any assumption about the
number of concurrent sensor failures or the length of missing data blocks; thus,
multiple failures extended over time are accounted for. Nonetheless, one should
expect imputation performance to scale with the number of concurrent faults
and the time length of missing data blocks.

Time series imputation The objective of time series imputation is to
reconstruct missing values in a sequence of input data. Considering again point
predictions, we can define the missing data reconstruction error as

t+T
— — § m -/
£ (Xuer Xeorr, th) =1 ( ). (6.1)

z 1

!This assumption is removed in [De Felice et al., 2024] and can be easily circumvented
by considering a heterogenous graph with multiple time series associated to each node (see
Section 3.1.1).
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where #! is the reconstructed ) and M,,r and mj, are respectively the
logical binary complement of M, ., and m}. Note that, in practice, it is
impossible to have access to )A{;HT and, as a consequence, it is necessary
to define a surrogate optimization objective, e.g., by using forecasting as a
surrogate task or simulating the presence of additional missing values. In the
context of trainable, parametric, imputation methods, we consider two different
operational settings. In the first one, denoted by in-sample imputation, the
model is trained to reconstruct missing values in a given fized input sequence
X,.oor w.r.t. specific time steps. Differently, in the second setting (referred to
as out-of-sample imputation), the model is trained and evaluated w.r.t. different
time steps. Clearly, in both cases, the model is prevented from accessing the
ground-truth data used for the final evaluation. In other words, the first setting
corresponds to a transductive learning setting (both spatially and temporally)
while the second setting requires models that can perform inductive learning
along the temporal dimension. The in-sample setting simulates the case where
a practitioner fits the model directly on the sequence to fill up its gaps. The
out-of-sample scenario, instead, simulates the case where one wishes to use a
model fitted on a set of historical data to impute missing values in an unseen
target sequence.

6.3 Graph Recurrent Imputation Network

In this section, we present GRIN, a graph-based, recurrent neural architecture
for correlated time series imputation. Given a collection of time series Xy, 1
and associated mask M7, GRIN is trained to reconstruct missing values in
the input sequence by combining the information coming from both the temporal
and spatial dimensions. To do so, we design GRIN as a bidirectional GCRNN
which progressively processes the input sequence both forward and backward
in time by performing two stages of imputation for each direction. Then, an
MLP processes the representation learned by the forward and backward models
to obtain a final — refined — imputation for each point in time and space. An
overview of the complete architecture is given in Figure 6.1. As shown in the
figure, the two modules impute missing values iteratively, using at each time step
previously imputed values as input. We start by detailing the processing carried
out by the unidirectional model and then provide the bidirectional extension.
To simplify the notation, we ignore the presence of exogenous variables, which
can easily be integrated into the framework whenever present.
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Figure 6.1. An overview of GRIN. Here, each unidirectional GRIN module is process-
ing the ¢-th step of 3 input time series. There is one missing value at the considered
time step. GRIN performs a first imputation, which is then processed and refined
by the spatial decoder. The second-stage imputation is then used to continue the
processing autoregressively. An MLP processes the representations obtained by the
forward and backward models to obtain final imputations. The full architecture is
trained end-to-end.

Unidirectional model Each GRIN module consists in two blocks, a spa-
tiotemporal encoder and a spatial decoder, which process the input time series in
two stages. The spatiotemporal encoder maps the input X, into a spatiotem-
poral representation Hy..,r € RV*! by exploiting a ad-hoc designed GCRNN.
The spatial decoder, instead, takes advantage of the learned representations
to perform two consecutive rounds of imputation. A first-stage imputation is
obtained from the representation by using a linear readout; the second one
exploits available relational, spatial, information at time step ¢. In particular,
the decoder is implemented by a GNN which learns to infer the observed values
at each i-th node — ! — by refining first-stage imputations and processing
representations H,; | and values observed at neighboring nodes.

6.3.1 Spatiotemporal encoder

In the encoder, the input sequence X;;,r and mask M, are processed
sequentially one step at a time, by means of a recurrent neural network with gates
implemented by message-passing layers. In particular, we leverage GRUs [Cho
et al., 2014| and, similarly to Seo et al. [2018] and Li et al. [2018], we implement
the GRU gates by relying on on MP operators (see Equation 3.12-3.15). The
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resulting message-passing GRU (MPGRU) processes the input as:

R =0 (MP ([Xt(Q)HMtHHt,l] ,a)) (6.2)
0.=0o (MP ([Xt(2)||Mt||Ht_1] ,5t>) (6.3)
C, = tanh (MP ([XfQ)HMtHRt © HH} @)) (6.4)
H, =0,0H,_,+(1-0,)6C, (6.5)

where R;, O; are the outputs of reset and update gates, respectively, H; is
the hidden representation at time ¢, and X’t@) is the output of the decoding
block at the previous time-step (see next paragraph). The symbols ® and ||
denote the Hadamard product and the concatenation operator, respectively.
The initial representations Hy can either be initialized as a constant or with a
learnable embedding. Note that the encoder is fed with predictions from the
decoder block for the steps where input data are missing, as explained in the
next subsection. By autoregressively carrying out the above computations, the
input sequences get encoded in Hy.;y 7.

6.3.2 Spatial decoder

As a first decoding step, we generate one-step-ahead predictions from hidden
representations H; by means of a global linear readout

Y,V = H, .V, + by, (6.6)

where V;, € R%*4 ig a learnable weight matrix and b, € R% is a learnable
bias vector. We then define the filler operator as

FiLL(Y;) = M, 0 X, + M, 0 Y}; (6.7)

intuitively, the filler operator replaces the missing values in the input X, with
the values at the same positions in Y;. By feeding 2(1) to the filler operator,
we get the first-stage imputation X\t(l) such that the output is X; with missing
values replaced by the one-step-ahead predictions }A’;(l). The resulting node-level
predictions are then concatenated to the mask M, and the hidden representation
H, 1, and processed by a final MP block which computes for each node an
imputation representation s. as

s'=Up(h'_,, AGGR {MSG (:&j’(l),h{ ,mj>}> . 6.8
= ur (ni . Agen 1O By i (69
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Notice that, as previously highlighted, the imputation representations only
depend on messages received from neighboring nodes and the representation
at the previous step. In fact, by aggregating only messages from the one-hop
neighborhood, the representations s! are independent of the input features x!
of the i-th node itself. This architectural bias forces the model to learn how
to reconstruct a target input by considering spatial dependencies, thus con-
straining the model to focus on observations at related time series. Tmputation
representation S; is then concatenated to hidden representation H;_; and used
to obtain second-stage imputations by using a second linear readout:

VD = [SIH )V, +b; X =Fu (V) (6.9)

Finally, we feed 5(;(2) as input to the MPGRU (Equation 6.2-6.5) to update
hidden representations and proceed to process the input; parameters can be
fitted by training the model to output accurate imputations at both the first
and second stage (see Equation 6.11 for more details).

6.3.3 Bidirectional model

Extending GRIN to account for both forward and backward dynamics is straight-
forward and can be achieved by duplicating the architecture described in the
two previous sections. The first module will process the sequence in the forward
direction (from the beginning of the sequence towards its end), while the second
will go through the input in the opposite direction. The final imputation is
then obtained with an MLP aggregating representations extracted by the two
modules:

i = MLP (s hifi st pifn) (6.10)

where fwd and bwd denote the forward and backward modules, respectively. The
final output can then be easily obtained as X\tHT = FILL(?t:HT). Note that,
by construction, our model can exploit all the available relevant spatiotemporal
information, since the only value explicitly masked out for each node is x!.
At the same time, it is important to realize that our model does not merely
reconstruct the input as an autoencoder, but it is specifically tailored for the
imputation task due to its inductive biases.
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Optimization objective The model is trained end-to-end by minimizing the
reconstruction error of all imputation stages in both directions by minimizing

L=L (Yt,t+T, Xt,t+T7 Mt,t+T)
+L (K,(tll’%wda X4, Mt7t+T> +L <1§,(2’7f~wd, X4, Mt,t+T>

+L (Yt,(tll;wd, Xy, Mt,t+T) + L (Y,;(fl’bwd, X441, Mt,t+T> ; (6.11)

where each £ (-) is of the form of Equation 6.1 and the reconstruction error
function is computed in terms of MAE. Note that here, compared to Equation 6.1,
we are using Xy qyr and M, .1 instead of ZS,H—T and Mt,t+T3 first stage
imputations are obtained as one-step-ahead forecasts, while the second stage
reconstructions include a spatial interpolation step.

6.3.4 Discussion and limitations

As we show in Section 6.5, compared to state-of-the-art imputation baselines,
GRIN offers higher flexibility and achieves better reconstruction accuracy on
several scenarios. However, it might suffer from issues typical of autoregressive
reconstruction models [Liu et al., 2019; Marisca et al., 2022]. The autoregressive
approach to imputation essentially models distributions p’(xi|X-;) and uses
one-step-ahead forecasting as a surrogate objective to learn how to recover
missing observations. A bidirectional architecture allows for similarly modeling
p'(xi|Xs:). Additional components are needed to account for spatial information
at each step, i.e., modeling p(ai|[{z”", ... }). Architectures like BRITS [Cao
et al., 2018| and GRIN, follow this scheme, with different components dedicated
to modeling dependencies backward and forward in time as well as across
time series. While being effective in practice, autoregressive methods have
multiple drawbacks. Besides the computational overhead of having separate
components, these models accumulate errors as predictions are used to bootstrap
reconstruction at subsequent steps. This problem is particularly severe with
sparse observations, where error accumulation can cause the hidden state to
drift away [Bengio et al., 2015]. Additionally, integrating information from
different modules can be challenging and may lead to further compounding of
errors and information bottlenecks (e.g., w.r.t. representations H).
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6.4 Spatiotemporal Point Imputation Network

To address the limitations of GRIN and related autoregressive methods, we
introduce a graph-based attention architecture, named Spatiotemporal Point
Inference Network (SPIN). SPIN directly tackles the problem of reconstructing
missing data from sparse observations and is specifically designed to perform
imputation in such a setting. The following sections provide a high-level
description of the approach; we refer to Marisca et al. [2022] for a more
detailed technical description. We start by modeling the problem of learning
a reconstruction model from a different perspective and then introduce the
operators at the core of the proposed method.

6.4.1 Model conceptualization

We assume to have available covariates U, € RV*% acting as spatiotemporal
positional encodings to localize a point in time and space (e.g., date/time
features and geographic location). Covariates u! are assumed available for each
node at each time step; if these covariates are not available they can be learned
as discussed in Section 6.4.3. To simplify the discussion, we assume the input
graph to be static. We denote as observed (source) set

Sprr = {{xh,ul) |[ml=1,7e[t,t+T)} (6.12)

the set of all observations, paired with their spatiotemporal coordinates. Con-
versely, we name target set

Tevrr ={ul |ml=0,7€t,t+T)} (6.13)

the complement set collecting the coordinates of the discrete spatiotemporal
points for which we want to reconstruct an observation. We refer to the set of
observed and target points of the i-th node as Sy, and T, r, respectively.
Then, for all u’ € Ty 7, we aim at learning a model for

P (xh|ul, Spapr, E) . (6.14)

In particular,given disjoint observed and target sets Sy, r and Tp.or, SPIN is
trained to obtain point estimates as

C&i .F(Ui,st;t+T,5; 9) (615)

=

for all discrete u! € Ty 7. SPIN learns a parameterized propagation process
where each representation, corresponding to a specific node and time step, is
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Figure 6.2. The architecture of SPIN. Observations X;.;, 7 and spatiotemporal coor-
dinates Uy, are encoded into initial representations H}, . Representations are
processed by a stack of L sparse spatiotemporal attention blocks. Final imputations
are obtained by feeding H/; ;- into an MLP.

updated by aggregating information from all the available observations acquired
at neighboring nodes weighted by input-dependent attention coefficients. Fig-
ure 6.2 shows an overview of the architecture. The next sections preset each
component in detail and provide the motivations behind each design choice.
We start by describing the propagation mechanism.

6.4.2 Sparse spatiotemporal attention

The core component of SPIN is a sparse graph-based attention block designed to
propagate information among discrete points in time and space. Leveraging the
attention mechanism, representations for at i-th node at each 7-th time step
are learned by simultaneously aggregating information from (1) the observed
set of i-th node S, 7 (2) the observed set S}, of its neighbors j € N ().
Figure 6.3 shows a schematic representation of this procedure.

Input encoder Let hi' € R% be the learned representation for the i-th node
and time step 7 at the [-th layer. The encoding is initialized as

(6.16)

T

B0 — MLP (uj) ul € Trayr
MLP (@7, u7) (27, u;) € Speer

and then updated by joint temporal and spatiotemporal attention operations.
Spatiotemporal attention-based message passing The STMPs layers at

the core of SPIN’s architecture are based on a sparse attention mechanism. We
adopt the terminology of Vaswani et al. [2017] and indicate as query the token
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Figure 6.3. SPIN’s sparse spatiotemporal attention block. The input time series (on
the left) are processed by layers that update target representations (on the right). The
figure shows the processing carried out to update the representation h®', i.e., the
representation associated with the i-th node at time step .

for which we want to compute an updated representation, key a representation
of the source tokens, and value the content representation of each token. By
assuming that the value and key for the same token have the same representation,
we introduce a Bahdanau-like [Bahdanau et al., 2015] masked attention operator

00.q = MSKATT (qo., ko:x, Mo:K) (6.17)
operating as
Tqr = MLP (qq, ki) (6.18)
my exp(W,r
gk = =1 P(Waru) (6.19)
> ko Mk exp(Warg)

K-1
0,= ) agTe (6.20)

k=0

where W% are learnable weights, g, acts as query and kj, as key and value.
Note that my, € {0, 1} allows for masking out representations of the correspond-
ing value. STMP layers can then be implemented as

SiT’l = MSKATT, (hi’l, h;ép, mi:T) ) Temporal self-attention (6.21)
ci’l = A(j}\/(gl; {MSKATT2 (hi’l, hi’ép, mg:T) } , Spatial cross-attention (6.22)
VIS 7
i1 il il il
h>" = MLP(hY', s>, c'), Update step (6.23)

where s& is the output of a self-attention block while, ¢! is the result of a
cross-attention between the target and neighboring time series. The STMP
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mechanism in Equation 6.21-6.23 implements a propagation mechanism allowing
for information to flow without relying on any recurrent or autoregressive
process.

Two-phase propagation Note that, due to masking, information does flow
from observed to target set but not vice versa. Masking out tokens in the target
set allows SPIN to propagate only representations corresponding to actual rep-
resentations, avoiding bottlenecks. As a downside, this shuts down propagation
paths going through points in the target set. This can be problematic when the
input observations are extremely sparse. To avoid this, we assume that after
a few layers, available information has already been partially propagated to
locations with missing observations and we stop masking thereafter. In practice,
we introduce a hyperparameter to control the number of layers with sparse
propagation.

Decoder After L STMP layers, representations are mapped to predictions
for all points in 7.7 with readout

Tivir = {&2 = MLP (b)) |w! € Tryir)}. (6.24)

SPIN can then be trained by considering a reconstruction loss (Equation 6.1)
and by sampling a subset of the available observations to act as the target set
for each sample in a training batch.

6.4.3 Spatiotemporal positional encoding

The above sections assumed that covariates U, can act as positional encodings
for each observation across time and space. These covariates can be directly
extracted from available exogenous information (e.g., sensor location and date/-
time features) or learned end-to-end jointly with the other model parameters. In
practice, we use node-independent temporal encodings w; € R% combined with
static node attributes v' € R% for the spatial components. Target covariates
are then obtained as

u; = MLP (w;, ¢') . (6.25)

We obtain the temporal encodings w; as sine and cosine transforms of the time
step ¢ w.r.t. seasonalities (e.g., day and/or week); while we use learnable node
embeddings as node attributes (see Chapter 5). Several alternative methods
to obtain the encodings can be considered |[Kazemi et al., 2019; Dwivedi et al.,
2022].
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6.4.4 Discussion and limitations

While SPIN can account for the shortcomings of GRIN in processing sparse
observations (see Section 6.5), it can result in severe computational setbacks in
certain scenarios. The proposed spatiotemporal attention mechanism can be
viewed as performing attention over the product graph between space and time
dimensions — with some connections pruned w.r.t. unavailable data. Computing
attention coefficient on such a graph has time and memory complexities that
scale with O ((N + |€])T?). To enable applications of the proposed method to
large graphs and long time horizons, we consider two different approaches. The
straightforward approach consists of training the model by exploiting graph
subsampling, using one of the many possible subsampling strategies from the
literature (e.g., [Zeng et al., 2020]). In practice, at training time, we sample
a k-hop subgraph centered on n target nodes and then compute the loss only
w.r.t. these n nodes. Computational costs can then be reduced by acting on n
and k.

Hierarchical attention An interesting and orthogonal approach to reduce
computational costs is to rewire the attention mechanism to be hierarchi-
cal |[Ravula et al., 2020]. In particular, a hierarchical masked attention block
MSKATT-H (- ) can be implemented by adding Z dummy tokens to act as hubs
for propagation as

20,7 = MSKATT; (20.2, ko.x, Mo ) (6.26)
00.Q = MSKATT2 (q02Q7 Z6:Z7 10:Z) ,

where 1.z simply indicates a sequence of ones. Replacing all the attention
operators in Equation 6.21-6.23 with the above reduces the spatiotemporal
attention complexity to O (N + |£])TZ) with Z < T, at the cost of introducing
an information bottleneck. We initialize the representation of the attention
hubs at layer [ = 0 as trainable parameters. The performance of the hierarchical
version of the model will be addressed in Section 6.5.

6.5 Empirical results

In the following, we evaluate the introduced imputation methods against base-
lines from the state of the art. We refer to the reference papers and Appendix F
for more details and additional results [Cini et al., 2022b; Marisca et al., 2022;
De Felice et al., 2024].
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Datasets We run experiments on the METR-LA, PEMS-BAY and AQI
datasets. We also a consider a smaller version of AQI (denoted by AQI-36)
with only the 36 sensors scattered over the city of Beijing: a popular benchmark
for imputation [Yi et al., 2016; Cao et al., 2018]. In METR-LA and PEMS-BAY,
we inject missing data following two different policies: 1) Block missing, where
we simulate at each time step a failure with 0.15% probability and sample its
duration (in terms of steps) uniformly in the interval [12, 48] (on top of this an
additional 5% of the available data is randomly masked out); 2) Point missing,
in which we simply randomly drop 25% of the available data. In all settings,
the simulated missing data are masked out during training and are used as
targets for evaluation. For the air quality datasets, we use the evaluation splits
and masks of previous works, which are obtained by replicating the missing
data distribution observed in certain months [Yi et al., 2016; Cao et al., 2018;
Marisca et al., 2022].

Baselines We compare our methods against imputation methods from the
deep learning literature: 1) BRITS [Cao et al., 2018], which is based on a
bidirectional RNN; 2) rGAIN |[Cini et al., 2022b]|, an adversarial approach
based on GAIN [Yoon et al., 2018] and SSGAN [Miao et al., 2021]; 3) STTr,
a standard Transformer [Vaswani et al., 2017| with attention being applied
across both time and space; 4) SAITS [Du et al., 2023], a recent attention-
based architecture based on diagonally-masked self-attention. Besides neural
networks, we also consider simpler commonly used imputation methods: 5)
MEAN, i.e., imputation using the node-level average; 6) KNN, i.e., imputation
by averaging values of the k& = 10 neighboring nodes with the highest weight in
the adjacency matrix Wy; 7) MICE |White et al., 2011], limiting the maximum
number of iterations to 100 and the number of nearest features to 10; 8)
Matrix Factorization (MF) with rank = 10 [Rubinsteyn and Feldman, 2016];
9) VAR, i.e., a Vector Autoregressive one-step-ahead predictor [Hyndman
et al., 2008]. Additionally, we also use as baseline 10) MPGRU, i.e., the
unidirectional version of GRIN with the spatial decoder replaced by a simple
MLP. For both MPGRU and GRIN we implement MP layers with diffusion
convolutions [Atwood and Towsley, 2016] analogously to DCRNN |[Li et al.,
2018] and set the number of diffusion steps to K = 2.

6.5.1 In-sample and out-of-sample imputation

We start by considering in-sample and out-of-sample imputation on the air
quality datasets. The objective of this experiment is to assess the performance
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of GRIN against commonly used imputation methods. Table 6.1 shows the
results of the experiment. In the in-sample settings, we compute metrics
using as imputation the value obtained by averaging predictions over all the
overlapping windows; in the out-of-sample settings, instead, we simply report
results by averaging the reconstruction error over windows. Note that the
matrix factorization baseline cannot be applied to the out-of-sample setting.
GRIN largely outperforms other non-graph-based baselines in each scenario.
In particular, in the latter case, GRIN decreases MAE w.r.t. the closest non-
graph-based baseline by more than 20% in AQI. Performance improvements
over MPGRU show the impact of the introduced designs. Interestingly, GRIN
consistently outperforms BRITS in imputing missing values also for sensors
corresponding to isolated (disconnected) nodes, i.e., nodes corresponding to
stations more than 40 km away from any other station: this is empirical evidence
of the positive regularizations brought by the global reconstruction approach
implemented by GRIN. Our method achieves more accurate imputation also in
the 36-dimensional dataset, where one could expect the graph representation to
have a lower impact.

6.5.2 Imputation benchmarks

In the second set of experiments, we compare both GRIN and SPIN against
state-of-the-art baselines including attention-based models. Additionally, we
also report performance for the SPIN variant based on hierarchical atten-
tion (Section 6.4.4), denoted by SPIN-H. Here we focus on the out-of-sample
scenario and consider both air quality and traffic datasets. Table 6.2 reports the
results of the experiments. The introduced methods outperform the baselines
in all considered setting. Unsurprisingly, SPIN’s performance improvements
over GRIN are more evident when entire blocks of data are missing, as in the
AQI datasets and Block missing settings. Conversely, in the Point missing
setting, SPIN performs on par with GRIN. With respect to STTr, i.e., the
spatiotemporal Transformer baselines, SPIN and GRIN perform drastically
better in most of the considered settings. In almost all cases, SPIN-H performs
on par with the base mode (even better in some cases); these results qualify
SPIN-H as a valid, less computationally demanding, alternative.

Sensitivity analysis We then compare the different methods in scenarios
with increasing levels of data sparsity. In the first setting, the missing rate
is progressively increased by associating with each observation an increasing
probability of being removed; this corresponds to a sparser version of the Point
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Table 6.1. Imputation results on the air datasets in the in-sample and out-of-sample
settings. Performance averaged over 5 runs.

In-sample Out-of-sample
MODEL
MAE MSE  MRE (%)| MAE MSE  MRE (%)
Mean 53.48 4578.08 76.77 53.48 4578.08 76.77
KNN 30.21 2892.31 43.36 30.21 2892.31 43.36
MF 30.54+026 2763.06x63.35 43.84+0.38 - - -
2 | MICE 29.89=011 2575.53+0m.67  42.90+0.15| 30.37x0.00 2594.06+07.17 43.59+0.13
5, VAR 13.16x021  513.90+1230 18.89+031| 15.64x008 833.46+1385 22.02+011
< |[rGAIN | 12.234017 393.76+1266 17.55x025| 15.371026 641.9213380 21.63x0.36

BRITS 12.244026  495.9444356 17.57x03s| 14.50+035 662.36+05.16 20.41+0.50
MPGRU| 12.46+035 517.21+4102 17.88x050| 16.79+052 1103.04+10683 23.63+0.73
GRIN [10.51+0.28 371.47+17.38 15.09+0.40(12.08+0.47 523.14+57.17 17.00+0.67

Mean 39.60 3231.04 59.25 39.60 3231.04 99.25
KNN 34.10 3471.14 51.02 34.10 3471.14 51.02
MF 26.7440.24 2021.4442708  40.01x0.35

MICE 26.39+0.13 1872.53 41597 39.49+0.19| 26.98+0.10 1930.92+1008 40.37+0.15
VAR 18.13 4080 918.6845655 27.1341.26| 22.954030 1402.84 45263 33.99+0.44
rGAIN 17.694017  861.66117.49 26.48+0.25| 21.78x050 1274.9346028 32.26+0.75
BRITS 172440013 924.3441826  25.7940.20| 20.214022 1157.8942566 29.9440.33
MPGRU 15.8010,05 816.39105,99 23.63j:0.08 18.76i0,11 1194.35i15.23 27.79j:0.16
GRIN [13.10+0.08 615.80+10.09 19.60+0.11|14.73+0.15 775.91428.49 21.8210.23

AQI

missing scenario of the previous experiment. In the second case, we instead
operate in the Block missing setting by increasing the probability py of a failure
at each step, i.e., the probability for each sensor of going offline for a random
number s € [12,36] of future (consecutive) time steps. In practice, we test
the models on the same test split of the previous experiment but change the
evaluation masks. Note that higher missing rates and failure probabilities
correspond to longer blocks of contiguous missing values. In the Block missing
case, failure probabilities p;5%, p; = 10%, and p; = 15% correspond to a
missing rate of ~ 70-75%, ~ 90-92%, and &~ 96-97%, respectively. We use the
models trained for the experiments shown in Table 6.2; in particular, for the
traffic datasets, we use models trained on the Point missing setting. Table 6.3
and Table 6.4 show the results of the experiment. Both GRIN and SPIN
outperform the baselines; however, SPIN shows to be much more robust to
changes in the missing data distribution. Notably, compared to GRIN, the
performance of SPIN deteriorates at a much slower rate as the sparsity of the
data increases.
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Table 6.2. Reconstruction MAE averaged over 5 independent runs.

Block missing Point missing | Simulated failures

MODEL
PEMS-BAY METR-LA | PEMS-BAY METR-LA AQI-36 AQI

Mean 5.46+.00 7.48+.00 5.42+00 7.56+.00| 53.48+00 39.60+.00
KNN 4.30+00 7.79+.00| 4.30+00 7.88+.00| 30.21+.00 34.10+.00
MICE 294102 4.22:05| 3.09+02 4.42:07] 30.37+00 26.98+.10
VAR 2.09+10 3.11x0s| 1.30x00 2.69+00| 15.64+108 22.95+30
rGAIN 218101 2.90+.01 1.88+02 2.83+.01] 15.37+.26 21.78+.50
BRITS 1.70401 2.34+01| 147400 2.34+.00| 14.50+35 20.21+22
SAITS 1.56+.01 2.30+.01| 1.40+03 2.26+.00| 18.16+42 21.33+.15
STTr 170402 3.541.00| 0.74+00 2.16+.00| 11.98+55 18.11+25

GRIN 1.14+01 2.03+.00| 0.67+.00 1.914.00| 12.08+47 14.73+.15
SPIN | 1.06+.02 1.98+.01| 0.70x01 1.90+.01| 11.77+51 13.924.15
SPIN-H| 1.05+.01 2.05+02| 0.73+01 1.96+.03)/10.89+.27 14.41+.13

6.5.3 Virtual sensing

As a final experiment, we also provide a quantitative and qualitative assessment
of GRIN in virtual sensing (see related discussion in Section 6.1.1). The idea is
to simulate the presence of a sensor by adding a node with no available data
and, then, let the model reconstruct the corresponding time series. Note that
for the approach to work, several assumptions are needed: 1) we have to assume
that the physical quantity being monitored can be completely reconstructed
from observations at neighboring sensors; 2) we should assume a high degree of
homogeneity of sensors (e.g., in the case of air quality stations we should assume
that sensors are placed at the same height) or that the features characterizing
each neighboring sensor (e.g., placement) are available to the model. In this
context, it is worth noting that, due to the inductive biases embedded in the
model, GRIN performs reconstruction not only by minimizing reconstruction
error at the single node, but by regularizing the reconstructed value for im-
putation at neighboring sensors (as the model autoregressively relies on its
predictions). The objective of this experiment is to show the flexibility and
application potential of the proposed methodology. As discussed in Section 6.1.1,
GDL methods explicitly targeting virtual sensing applications exist [Wu et al.,
2021b; Zheng et al., 2023; Xu et al., 2023] and are object of active research. A
comprehensive treatment of the topic is however out of scope here; we refer to
[De Felice et al., 2024] for a recent example of a comprehensive GDL framework
for virtual sensing.



80

6.6 Discussion and future directions

Table 6.3. Performance (MAE) with increasing data sparsity in the Point missing
setting (averaged over 5 evaluation masks).

METR-LA PEMS-BAY AQI
MoODEL Missing rate Missing rate Missing rate
50 % 75 % 95 % 50 % 75 % 9 % 50 % 75 % 95 %

BRITS | 2.52+00 3.02+.00 5.19+.02| 1.55+00 2.17+00 3.91:02]14.90+.03 18.29+.05 29.83+.07
SAITS | 2.48:00 3.74+01 6.72+01] 1.50x00 2.96+.01 7.40+01|15.36+.02 20.64+.05 34.57+.05

STTr 2.31+00 2.71+00 5.13x01| 0.85+00 1.13+00 2.70x01| 9.11+02 12.56+05 25.65+11
GRIN | 2.05200 2.39+00 4.08+.02{0.79+.00 1.09+.00 2.70+01| 8.43+.01 10.97+.02 20.38+.10
SPIN | 2.02+0 2.24+00 2.89+.01/0.79+.00 1.00+00 1.71+00|8.15+.01 9.96+.02 15.51+.08
SPIN-H [2.01+.00 2.20+.00 2.82+.00|/0.79+.00 0.97+.00 1.68+.00| 8.67+.02 10.27+.02 15.75+.07

Table 6.4. Performance (MAE) with an increasing number of simulated failures in
the Block missing setting (averaged over 5 evaluation masks).

METR-LA PEMS-BAY AQI
MODEL Failure probability Failure probability Failure probability
5% 10 % 15 % 5% 0% 15% 5% 10 % 15 %

BRITS | 5.87+03 7.26+06 8.29+07| 4.14+05 5.41+0s 5.84x0a| 24.09+30 31.90+26 37.62+.42
SAITS | 4.73+07 6.66+05 7.27+03| 3.88+00 7.62:21 8.01xa1| 20.78+30 30.16+30 36.34+3s

STTr | 6.03+04 7.19+05 8.06+05| 3.69+06 5.09+05s 6.02+04| 29.21235 33.62+16 37.31+14
GRIN | 3.0500: 452500 5.82200] 2.26205 345000 4.35201 15.62525 2208+ 29.03240
SPIN | 2.71+02 3.32+02 3.87+.05|1.78+.08 2.15+.08 2.41+.02{14.29+.24 18.71+.30 24.34+.46
SPIN-H |2.64+.02 3.17+.02 3.61+.04|1.751+.0a 2.16+.08 2.48+02|14.55+.26 19.37T+.36 25.38+.37

We masked out observed values of the two nodes of AQI-36 with highest (sta-
tion no. 1014) and lowest (no. 1031) connectivity, and trained GRIN on the
remaining part of the data. Results in Figure 6.4 qualitatively show that GRIN
can infer the trend and scale for unseen sensors. In terms of MAE, GRIN scores
11.74 for sensor 1014 and 20.00 for sensor 1031 (averages over 5 independent

runs).

6.6 Discussion and future directions

GRIN and SPIN have been among the first GDL approaches for time series
imputation. GDL approaches are now well-established and key tools for dealing

with irregular spatiotemporal data with many applications in relevant domains.
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Figure 6.4. Reconstruction of observations from sensors removed from the training
set. Plots show that GRIN might be used for virtual sensing.

Future directions Future research might explore the design of scalable
imputation architectures (e.g., exploiting the approaches discussed in Chapter 8)
and methods to quantify the uncertainty of the reconstruction. Additionally, it
might be interesting to assess the theoretical conditions that would guarantee
accurate imputation given given a characterization of the dependencies among
time series. Future work might also explore methods to make forecasts directly
from irregular data, bypassing the reconstruction step. Although research on
the topic of graph-based methods in this context is limited [Zhong et al., 2021;
Marisca et al., 2024|, many of the operators used in imputation models can
potentially be adapted to build forecasting architectures.
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Chapter 7

Latent graph learning

This chapter deals with the problem of learning latent graph structures (Chal-
lenge 3). As we discussed, standard STGNNs rely on a predefined pairwise
relationships that come with the time series collection. The available relational
information, however, can be inaccurate or inadequate for modeling the relevant
dependencies. In other cases, relational information might be completely missing.
Relational architectural biases can be exploited nonethless by learning a graph
end-to-end with the forecasting architecture. In the following, we provide an
in-depth discussion of possible methods to deal with the problem and identify a
core challenge for applying such methods in practical applications, i.e., learning
a graph while keeping MP operations sparse through the training procedure.
For this purpose, within a probabilistic framework, we propose score-based
gradient estimators to efficiently and effectively learn latent graph structures for
time series forecasting. Section 7.1 introduces the topic and discusses different
graph learning paradigms and related work. Section 7.2 provide preliminary
concepts needed for introducing our approach. Section 7.3 then formally defines
the problem setting in which we operate and discusses the core challenge in
efficiently learning graph structures. The proposed score-based estimators and
learning architecture are introduced in Section 7.4. We then address variance
reduced estimators in Section 7.5 and 7.6.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Daniele Zambon, and Cesare Alippi. Sparse graph learning
from spatiotemporal time series. Journal of Machine Learning Research,
24(242):1-36, 2023d
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7.1 Latent graph learning

The interest in the graph learning problem arises from many practical concerns.
In the first place, learning existing relationships among time series that better
explain an observed phenomenon is worth the investigation on its own; as a
matter of fact, graph identification is a well-known problem in graph signal
processing [Dong et al., 2016, 2019]. In GDL, graph learning modules are
usually trained together with a GNN to maximize performance on a downstream
task [Franceschi et al., 2019; Kipf et al., 2018; Kazi et al., 2022]. A widely
adopted deep learning approach to the problem of modeling relationships
consists of exploiting attention-like mechanisms to score the reciprocal salience
of different spatial locations [Satorras et al., 2022; Rampasek et al., 2022].
However, despite their effectiveness, pure attention-based methods have two
major downsides compared to graph-based learning: they (1) do not allow for
the sparse computation enabled by the discrete nature of graphs and (2) do not
take advantage of structure, introduced by the graph topology, as an inductive
bias for the learning system. In our settings, sparse computation allows STGNNs
to scale in terms of layers and number of time series that are possible to process.
At the same time, sparse graphs constrain learned representations and mitigate
over-fitting. Consequently, graph structure learning methods ought to learn
meaningful dependencies while ideally allowing for sparse computations in the
downstream MP layers.

Learning discrete graph structures Learning a graph, then, translates into
learning a discrete relational structure among discrete entities. Learning discrete
representations poses many challenges for deep learning methods [Niculae et al.,
2023] due to issues in . The following subsections provide a critical overview of
the most common approaches.

7.1.1 Learning an adjacency matrix

Most STGNNSs rely on learning an adjacency matrix A as a function of a matrix
of edge scores ® € RV*VN as

A=¢(®) with @ =1, (7.1)

where 1) are learnable parameters, and £( - ) indicates a nonlinear activation
function that can be used to induce sparsity in the resulting adjacency matrix,
e.g., by thresholding the scores s.t. Ali, j] = 1 if ®[i, j] > ¢ and 0 otherwise.
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This approach results in exactly N? additional learning parameters; a cost that
can be amortized, e.g., by factorizing the score matrix ® as

A=¢(®) with @ =®,.P], (7.2)

where ®,.., B, € RV*% are can node embeddings obtained, e.g., as tables of
learnable parameters, which results in O(Nd,) parameters. Such factorization
approach has been pioneered in the context of STGNNs by the already cited
GraphWaveNet architecture [Wu et al., 2019|, where £( - ) is implemented by a
ReLU followed by a row-wise softmax activation. Several other methods have
followed this direction which is quite flexible [Bai et al., 2020; Oreshkin et al.,
2021; Liu et al., 2022]. To make the number of parameters independent from
the number of nodes and condition the embeddings on the input window, scores
can be computed similarly to attention coefficients as

A, =£(®) with &, = (HW,,) (HW,)", (7.3)
zz - SEQENC (‘,‘CifW:ﬁ uifW:tJ ’Ui; 1/)) ) (74)

where Wy,.., W, € R%*%: are learnable weight matrices and SEQENC(+) indi-
cates a generic sequence encoder (e.g., an RNN) with learnable parameters ).
Dynamic edge scores can also be computed as a nonlinear function of source
and target node representations ki and h! (similarly to Bahdanau attention
attention scores [Bahdanau et al., 2015]), e.g, as

A, =£(®,) with ®,[i, j] = MLP(h!, h)). (7.5)

Drawbacks of the direct approach The drawback of directly learning an
adjacency matrix is that related methods often result in a dense A matrix which
makes any subsequent MP operation scale with O(N?) rather than with O(|&])*.
Among the existing methods, MTGNN [Wu et al., 2020] and GDN [Deng and
Hooi, 2021] sparsify the learned factorized adjacency by selecting, for each
node, the K edges associated with the largest weights. Zhang et al. [2022]
follow a different approach based on the idea of sparsifying the learned graph
by thresholding the average of learned attention scores. However, making A
sparse by using hard thresholds results in sparse gradients which may prevent
the associated scores from being updated during training. A different approach
consists of adopting a probabilistic perspective.

INote that this is on top of the additional computation required to compute edge scores.
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7.1.2 Learning distributions over graphs

Instead of directly learning a graph, probabilistic methods learn a probability
distribution over graphs p,,(A) such that graphs sampled from ps maximize
the performance at task. The probabilistic approach allows for the embedding
of priors directly into p,, enabling the learning of sparse graphs as realizations
of a discrete probability distribution. For example, one can consider graph
distributions py, such that

A ~ py,(Ar), (7.6)

where p,, is parameterized by edge scores ®, obtained by adopting any of
the parameterizations discussed in the previous paragraph. For example, the
graph distribution can be, e.g., implemented by considering a Bernoulli variable
associated with each edge as

A.li, j] ~ Bernoulli(o (D[, j])), (7.7)

or by considering more complex distributions such as top-K samplers [Cini
et al., 2023d; Kazi et al., 2022; Paulus et al., 2020; Ahmed et al., 2023] (see
Section 7.4.2). As an example, consider a cost function §;(-) (e.g., the forecasting
accuracy) associated with each time step ¢ and dependent on the inferred graph.
The core challenge in learning p,; is to estimate

V¢EANP¢ [515(‘4)] ) (78)

i.e., the gradient of the expected cost d;(A) with respect to the distributional
parameters 1 under the sampling of A from p,.

Path-wise and straight-through estimators Among existing probabilistic
methods, Kipf et al. [2018] introduce NRI, a latent variable model for predicting
the interactions of physical objects by learning discrete edge attributes of a
fully connected graph. Shang and Chen [2021] introduce GTS by simplifying
the NRI module by considering only binary relationships and integrates the
graph inference module in a recurrent STGNN [Li et al., 2018]. To learn
Py and estimate the gradient in Equation 7.8, both NRI and GTS exploit
path-wise gradient estimators |Glasserman and Ho, 1991; Kingma and Welling,
2013] based on the categorical Gumbel parametrization trick [Maddison et al.,
2017; Jang et al., 2017]. In particular, they reparametrize the sampling of A
from py, as A = g(e, 1), with deterministic function g decoupling parameters
1 from the random component ¢ ~ py. In practice, these methods rely on
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continuous relaxations of discrete distributions and, then, can suffer from the
same computational setbacks of the methods discussed in Section 7.1.1. Similar
arguments can be made for methods based on straight-through estimators [Bengio
et al., 2013| that keep discrete representations sparse in the forward pass but
would still require to compute messages associated with each potential edge for
backpropagation.

Score-based sparse graph learning Differently from previous work, in
the following we adopt the framework of score-function (SF) gradient estima-
tors [Rubinstein, 1969; Glynn, 1990; Williams, 1992] by relying on the rewriting
of Equation 7.8 as

VyEaup, [0(A)] = Eanp, [0:(A)Vy log py(A)] (7.9)

which, as detailed in Section 7.4.1, will allow for preserving the sparsity of the
sampled graphs and the scalability of the subsequent processing steps (e.g., the
forward and backward passes of a MP network). In particular, as anticipated,
the SF approach allows for obtaining unbiased Monte Carlo (MC) estimates
where the gradient is computed only w.r.t. the likelihood of the graph being
sampled and any downstream processing is treated like a black box. Within
our context, we show that score-based estimators are particularly appealing
as, differently from path-wise alternatives, they do not compute derivatives
w.r.t. the MP procedure and, as such, allow for sparse computations at training
time. The drawback of standard score-based estimators is, however, their
inherently high variance. To address this issue, we will introduce variance-
reduced estimators (Section 7.5) for specific graph distributions by exploiting
control covariates and a surrogate training objective (Section 7.6), keeping the
computation sparse.

7.1.3 Related work

Besides the already discussed forecasting applications, the problem of latent
graph learning and relational inference has been the subject of extensive research.
There have been several follow-ups to the NRI model, e.g., refinements of the
MP architecture Chen et al. [2021c|, or related to modeling dynamic [Graber
and Schwing, 2020; Gong et al., 2021] and heterogeneous [Webb et al., 2019]
dependencies. Alet et al. [2019] propose a meta-learning learning approach to
infer graph structures at test time after training on data where ground truth
graphs are available. Latent graph learning has also been studied in the context
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of static graphs. Notably, Franceschi et al. [2019] propose a bi-level optimization
routine to learn graphs based on the straight-through estimator. Kazi et al.
[2022] uses the Gumbel-Top-K trick [Kool et al., 2019] to sample K-nearest-
neighbors graphs and learn edge scores by using a heuristic that increases
the likelihood of sampling edges contributing to correct classifications. This
approach has been extended to learn higher-order structures as well [Battiloro
et al., 2024]. More recently, Wren et al. [2022]| learn DAGs end-to-end by
exploiting implicit maximum likelihood estimation [Niepert et al., 2021|. As
already mentioned, the problem has also been studied from the graph signal
processing perspective [Dong et al., 2019, e.g., assuming that smoothness of the
node features w.r.t. a learned graph Laplacian [Dong et al., 2016|. Related to
the graph learning problem, graph rewiring consists of adding and/or removing
edges of the input (predefined) graph to improve performance at task |[Topping
et al., 2022; Di Giovanni et al., 2023; Gutteridge et al., 2023; Barbero et al.,
2024]. In particular, probabilistic methods have been recently applied to graph
rewiring, e.g., by estimating distributions over edges that should dropped or
added [Qian et al., 2024a| or to connect existing nodes to hubs that enable
long-distance communication |Qian et al., 2024b|. Similarly, Errica et al. [2023]
uses a probabilistic approach to design GNNs with adaptive receptive fields.
Along with methods explicitly targeting graphs, the problem of learning
discrete structures has been widely studied in deep learning and general machine
learning [Niculae et al., 2023]. As alternatives to methods relying on continuous
relaxations and path-wise estimators [Jang et al., 2017; Maddison et al., 2017;
Paulus et al., 2020], several approaches tackled the problem by exploiting score-
based estimators and variance reduction techniques, e.g., relying on control
variates derived from continuous relaxations [Tucker et al., 2017; Grathwohl
et al., 2018] and data-driven baselines [Mnih and Gregor, 2014|. In particular,
related to our method, Rennie et al. [2017] use a greedy baseline based on the
mode of the distribute’ion being learned, while Kool et al. [2020] constructs
a variance-reduced estimator based on sampling without replacement from
the discrete distribution. Beyond score-based and path-wise methods, Correia
et al. [2020] take a different approach by considering sparse distributions where
analytically computing the gradient becomes tractable. Niepert et al. [2021]
introduce a class of estimators, based on maximum-likelihood estimation, that
generalize the straight-through estimator [Bengio et al., 2013| to more complex
distributions; Minervini et al. [2023] make such estimators adaptive to balance
the bias of the estimator and the sparsity of the gradients. Several structure
learning methods rely on methods to sample subsets Kool et al. [2019]. In
particular, Xie and Ermon [2019] introduce a continuous relaxation and a
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reparametrization trick for subset sampling. Conversely, Ahmed et al. [2023]
introduces gradient estimators based on the straight-through approach and a
parametrization of the distribution that allows for efficient computation of the
exact marginal distribution. We refer to Mohamed et al. [2020] and Niculae
et al. [2023] for an in-depth discussion of the topic. None of these methods
specifically target graph distributions, nor consider sparsity of the downstream
computations (at training time) as a requirement.

7.2 Preliminaries

The section introduces some preliminary concepts and provides the reference
settings to support the theoretical and technical derivations presented in the
next sections.

7.2.1 Reference settings

We consider the problem settings introduced in Chapter 2 and indicate the set
of N entities (sensors) generating the data as S = {1,2,..., N}. We focus on
modeling binary relationships adjeciency matrices A € {0, 1}*¥ i.e., we do not
account for possible weights associated to each edge. Extensions of the following
to learning categorical or continuous edge attributes are possible (see Section 7.8),
but out of scope. Dynamic relationships can be modeled by considering dynamic
adjacency matrices A;; in the following, we omit the temporal index as the
methodology can be applied to learn both static and temporal dependencies
by exploiting the parameterizations anticipated in Section 7.1 and further
discussed in Section 7.4.2. Furthermore, to keep the notation compact, we
use interchangeably subscripts and square brackets for indexing matrices, i.e,
A;; = Ali, j| indicate the entry of matrix A corresponding to the i-th row and
j-th column. Although we focus on multi-step-ahead time series forecasting,
the following can be extended to any other downstream task (e.g., time series
regression and/or classification) at both the graph and node level.

7.2.2 Mean adjacency matrices

In this section, we provide some tools to deal with probability distributions over
graphs. Notably, many well-established probabilistic and statistical tools cannot
directly be applied to graphs given they are not embedded in an Euclidean
space. An example is the notion of “expected” graph that will be important
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for the estimators introduced in Section 7.5 and whose definition needs to be
extended. Here, we do so by following Fréchet [1948)].

Given a generic random vector & € R characterized by probability density
function p, the expected value of  is denoted by

Byl = / 2 p(a) de (7.10)

is a weighted average over x; we interchangeably use notation E,[x] and E[x]
to indicate the same quantity. Notably, E,.,[x] can be equivalently rewritten
as

Epplx] = arg min Fa(x'), (7.11)

x’'eRZ

where §( - ) denotes the Fréchet function
Fa(@') = Eop [l — 23] (7.12)

associated with p and the squared Euclidean distance |-||3. Following Equa-
tion 7.11 and 7.12, we can derive a generalized definition of mean for non-
Euclidean data by relying on alternative notions of distance. Similarly, it is
possible to define the Fréchet sample mean as a generalization of the concept of
sample mean [Jain, 2016].

Consider, then, a subset A C {0, 1}"*¥ of adjacency matrices A over the
node (sensor) set S; each subset can be selected to satisfy specific constraints.
For example, undirected graphs are characterized by the subset of symmetric
matrices. Conversely, K-NN graphs correspond to the subset

A= {A e {0, 1}V ZAij =k, w}. (7.13)

j=1

Equipping A with a metric distance allows us to define a Fréchet function
analogous to that of Equation 7.12. Here we consider the Hamming distance

H(A A = Z (A # A}) (7.14)

where A, A’ € A and [ is the indicator function such that I(a) = 1, if a is
true, 0 otherwise. The Hamming distance counts the number of mismatches
between the entries of A and A’, and is then a natural choice to measure the
dissimilarity between two graphs.
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For random matrices A ~ p and for all A’ € A, we define the Fréchet
function over (A, H) as

Su(A') =FEa, [H(A A). (7.15)
Then, we define as Fréchet mean adjacency matriz any matrix A* such that

A" € argminFy(A'). (7.16)
A'cA
A matrix A" always exists in A, as A is a finite set, but, in general, is not
unique. Properties and uniqueness conditions of the Fréchet mean in the context
of graph-structured data have been studied in the literature, e.g., by Jain [2016].
Throughout the chapter, we use the term “Fréchet mean” referring to any
Fréchet mean of a given distribution.

7.3 Problem formulation

This section provides a precise formulation of the probabilistic graph learning
problem in correlated time series and defines the operational framework in
which we operate.

7.3.1 Graph learning from correlated time series

Given a window of W past observations X;_w. = (X;_w., Uy_w., V') open on
the time series, we consider the multi-step ahead time series forecasting problem,
the family of predictors F( - ;0), and parametric probability distribution py,
over graphs such that

)/(\t:tJrH =F (Xt—W:t ) At; 0) ) At ~ Dy (A|Xt—W:t> s (7-17>

where 0, 1 are the model parameters. The joint graph and model learning
problem consists in jointly learning parameters 6, 1) by solving the optimization
problem

~ ~

1w .
0,4 = arg min 7 ; L, (0,9), Li(0,%) =Eap, [6,(A;;0)], (7.18)

where £, (0,1)) is the optimization objective at time step t expressed as the
expectation, over the graph distribution p,,, of the cost (loss) function 6,(A¢; 6),
ie.,

5t(At; 9) =/ (]: (Xt—W:ta Ay 9) 7Xt:t+H) (7-19>
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where ¢( - ) can be any error function (see Section 2.2.1). Note that in Equa-
tion 7.17 the distribution of A, at time step ¢ is conditioned on the most recent
observations X;_y .+, hence modeling a scenario associated with a dynamic graph
distribution. In the case of static dependencies, it is enough to remove the
conditioning on X;_y ;. As in the previous chapters, we consider predictors
F(-;0) implemented by STGNNs based on the MP framework and following
either the T'TS or T&S paradigm. F( - ;) can also consider different graphs
and graph distributions at each MP layer. Section 7.5 provides a thorough
discussion of this setup.

Meaning of the graphs being learned Note that under this problem
setting, the model family and the downstream task have an impact on the
type of relationships being learned. For example, different models will yield
different results that will depend also on the number of layers and the choice
of MP operators. Ultimately, the learned graph distribution is the one that
best explains the observed data given the the predictive model and the chosen
family of graph distributions. Notably, different parametrizations of p,, allow
the practitioner for embedding different inductive biases (such as sparsity) as
structural priors into the processing.

7.3.2 Core challenge

As anticipated in Section 7.1, minimizing the sum of expectations £, (6, 1)) over
t=1,...,T, is challenging, as it involves estimating the gradients VL, (8, )
w.r.t. the parameters of the discrete distribution p,, over (binary) adjacency
matrices. The most common approach to estimate the gradient is to rely on the
Monte Carlo method [Metropolis and Ulam, 1949], i.e., on sampling graphs from
the distribution p,. However, estimating gradients w.r.t. the parameters of
the distribution being sampled is not trivial and require ad-hoc techniques (see
Section 7.4.1) which introduce trade-offs in the computational and sample
complexity.

Stochastic computational graphs Sampling matrices (graphs) A ~ py,
throughout the learning process results in a stochastic computational graph
(CG) and, while automatic differentiation of CGs is a core component of modern
deep learning libraries [Paszke et al., 2019; Abadi et al., 2015], dealing with
stochastic nodes introduces additional challenges as the gradients have to
be estimated w.r.t. expectations over the sampling of the associated random
variables [Schulman et al., 2015; Weber et al., 2019; Mohamed et al., 2020]. Tools
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for automatic differentiation of stochastic CGs are being developed |[Foerster
et al., 2018; Bingham et al., 2019; van Krieken et al., 2021; Dillon et al., 2017];
however, general approaches can be ineffective and prone to failure, especially
in the case of discrete distributions (see also Mohamed et al. 2020).

Stochastic computational graphs and message passing In our setup,
messages exchanged among nodes are stochastic themselves, i.e., sampling
graph from p, results in a stochastic message-passing graph (MPG). Having a
stochastic MPG is problematic: the MP paradigm constrains the flow of spatial
information, making the CG dependent on the MPG. Moreover, a stochastic
MPG introduces N? stochastic nodes in the resulting CG (i.e., one for each
potential edge in MPGQG), leading to a large number of paths data can flow
through. For instance, by considering an L-layered architecture, the number
of stochastic nodes can increase up to O(LN?), making the design of reliable,
low-variance — i.e., effective — MC gradient estimators inherently challenging.
As already mentioned, computing gradients associated with each stochastic
edge introduces additional challenges w.r.t. time and space complexity; further
discussion and actionable directions are given in the next section.

7.4 Score-based graph learning from correlated
time series

This section presents our approach to probabilistic graph learning. After
introducing score-based gradient estimators (Section 7.4.1), we propose two
learnable graph distributions (Section 7.4.2) and comment on their practical
implementations (Section 7.4.3). The problem of controlling the variance
of the estimators is discussed together with novel and principled variance
reduction techniques tailored to graph-based architectures in Section 7.5. Finally,
Section 7.6 provides a convenient rewriting of the gradient for L-layered MP
architectures leading to a novel surrogate loss. Figure 7.1 provides a schematic
overview of the framework. In particular, the block on the left shows the
graph learning module, where A is sampled from p,; as the figure suggests,
depending on the parametrization of py,, some components of A can be sampled
independently. The bottom of the figure, instead, shows the predictive model
F(-;0) that, given the sampled graph and the input window, outputs the
predictions used to estimate £, (6,1)), whose gradient provides the learning
signals.
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Figure 7.1. Overview of the learning architecture. The graph learning module
samples a graph used to propagate information along the spatial dimension in F(-; 8);
predictions and samples are used to compute costs and log-likelihoods. Gradient
estimates are propagated back to the respective modules.

7.4.1 Estimating gradients for stochastic message-passing
networks

SFE' estimators are based on the identity

VB, [f(2)] = Ty / F (@) (2) di = / F(0)V gy () de (7.20)
_ / F(2)py(x) Vo log Py () d = B, [£(2) Vs log pos (1))
(7.21)

which holds — under mild assumptions? — for generic cost functions f and
distributions py. Rewriting Vy4E, [f(7)] in terms of the gradient of the score
function log py( - ) allows for estimating the gradient through MC sampling
and enables backpropagation through the computation of the score function.
SF estimators are black-box optimization methods, i.e., they only require a
pointwise evaluation of the cost f(x) which does not necessarily need to be
differentiable w.r.t. parameters ®. In our setup, assuming disjoint 8 and 1,

2The identity is valid as long as p,, and f allow for the interchange of differentiation and
integration in Equation 7.20; see L'Ecuyer [1995]; Mohamed et al. [2020].
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Equation 7.21 becomes
VgL (0,9) = VyEy, [0:(A; 0)] = Ep, [0:(A;0)Vy logpy(A)],  (7.22)

allowing for computing gradients w.r.t. the graph generative process without
requiring a full evaluation of all the stochastic nodes in the CG.

Sparse computation Path-wise gradient estimators tackle the problem of
estimating the gradient VyE, [0;(A;8)] by exploiting continuous relaxations
of the discrete py, thus estimating the gradient by differentiating through
all nodes of the stochastic CG. The cost of learning a graph with a path-
wise estimator is making any subsequent MP operation scale with O(LN?),
instead of the O(L|E|) complexity that would have been possible with a sparse
computational graph. The outcome is even more dramatic if we consider T&S
models where MP is used for propagating information at each time step, thus
making the computational and memory complexity O(LT N?), which would be
unsustainable for any practical application at scale. Conversely, the proposed
score-based methods allow for the implementation of MP operators with efficient
scatter-gather operations that exploit the sparsity of A, thus resulting in an
O(L|&|) complexity.

7.4.2 Graph distributions, graphs sampling, and graphs
likelihood

The distribution p,, should be chosen to 1) efficiently sample graphs and evaluate
their likelihood and 2) backpropagate the errors through the computation of
the score (Equation 7.22) to parameters 1. In the following, we consider graph
distributions s.t. each stochastic edge j — 7 is associated with a weight ®;;. The
considered distributional parameters ® € RV can be learned as a function of
the learnable parameters 1 as discussed in Section 7.1.

7.4.2.1 Binary edge sampler

A simple graph distribution is the one introduced in Equation 7.7 and considers a
Bernoulli random variable with parameter o(®;;) associated with each potential

edge ;7 — i. We refer to this graph learning module as binary edge sampler
(BES).
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Sampling For all pairs of sensors 7,j € S, the corresponding entries A;;
of A can be sampled independently from the associated distribution since
A;; ~ Bernoulli(c(®;;)). Here, the sampling from p, can be done efficiently
and is highly parallelizable.

Log-likelihood evaluation Computing the log-likelihood of a sample is
cheap and differentiable as it corresponds to evaluating the binary cross-entropy
between the sampled entries of A and the corresponding parameters o(®) of
the Bernoulli distribution, i.e,

log py(A) = Z Ajjlog(o(®y)) + (1 — Ayj) log(1 — o(Py)). (7.23)

Sparsity priors can then be added by regularizing @, e.g., by adding a Kullback-
Leibler regularization term to the loss [Shang and Chen, 2021; Kipf et al., 2018].
Graph generators like BES are a common choice in the literature [Franceschi
et al., 2019; Shang and Chen, 2021] as the independence assumption makes
the mathematics amenable and avoids the often combinatorial complexity of
dealing with more structured distributions. In the experimental sections, we
demonstrate that even simple parametrizations like BES can be effective with
the proposed score-based learning.

7.4.2.2 Subset neighborhood sampler

Encoding structural priors about the sparseness of the graphs directly into p,,
is often desirable and might allow — depending on the problem — to reduce
sample complexity. In this section, we use the score matrix ® € RV*V to
parametrize a stochastic top- K sampler that we dub subset neighborhood sampler
(SNS). For each n-th node, we sample a subset Sy € S = {1,...,N} of
K neighboring nodes by sampling without replacement from a categorical
distribution parametrized by normalized log-probabilities ®,, ., with ®,, . denoting
the n-th row of matrix . The probability of sampling neighborhood S is
given, for each n node, by

pu(Skln) = > pu(Sklm) = > ]I 5 g;p eXp)((D 5o (124)

Skep(Sk) Skep(Sk) jeSk

where Sk denotes an ordered sample without replacement and p(Sk) is the
set of all the permutations of Si. Note that other parameterizations might be
considered (e.g., see [Ahmed et al., 2023]).
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Sampling Sampling can be done efficiently by exploiting the Gumbel-top-K
trick [Kool et al., 2019]. Consider the row of parameters ¢ = ®,,. and the
associated random vector [Gy,, ..., Gy, of independent Gumbel random vari-
ables G4, ~ Gumbel(¢;); given a realization thereof [gy, ..., gn], it is possible
to show that Sk = argtop-K{g; : i € S} follows the desired distribution [Kool
et al., 2019].

Log-likelihood evaluation Evaluating the score function is more challeng-
ing; in fact, Equation 7.24 shows that directly computing py(Sk|n) requires
marginalizing over all the possible K! orderings of Sk. While exploiting the
Gumbel-max trick can bring down computation to O(2%) [Huijben et al., 2022;
Kool et al., 2020], exact computation remains untractable for any practical
application. Luckily, p,(Sk|n) can be approximated efficiently using numerical
integration. Following the notation of Kool et al. {2019, 2020|, for a subset
B € S we define

LOGSigyEXP(qﬁi) = log (; exp qbZ) , (7.25)
we use the notation ¢p = LOGSUMEXP;cp ¢;, and indicate with pdf, and cdf,
the p.d.f. and c.d.f., respectively, of a Gumbel random variable Gumbel(u)
with location parameter u. Recall that cdf,(z) = exp(—exp(—z + u)) and the
following property of Gumbel random variables:

Gy, = max Gy, ~ Gumbel(¢p). (7.26)

i€B
With a derivation analogous to that of Kool et al. [2020], Equation 7.24 can be
conveniently rewritten by exploiting the property shown in Equation 7.26 as:

Py(Skln) =P (rgg{l Gy > max Gm) (7.27)
=P <G¢Z > G¢S\sk7Vi S SK) (728)
— [T G- et (o) bt () dg (7.20)

X eSSk

With an appropriate change (details in Appendix G), the integral can be
rewritten as

1
Py (SkIn) = exp (ds\s, + ) / P (¢s\55c+e) -1 H (1-— ue"p(‘bﬁc)) du,
0 1€Sk

(7.30)
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where ¢ is a conditioning constant. We then approximate the integral in
Equation 7.30 by using the trapezoidal rule as

log py (Sk|n) ~ log(Au) + ¢s\s + ¢

—i—LOGSUME{(P ((exp ((bS\SK + c) — 1) log(t,,) + Z log (1 — uf:p((bﬂrc))) 7

m=1,....M—
1€SK
(7.31)

with M trapezoids and equally spaced intervals of length Awu; the integrands
are computed in log-space — with a computational complexity of O(M K') — for
numeric stability. The expression in Equation 7.31 provides, then, a differen-
tiable numeric approximation of the SNS log-likelihood which can be used for
backpropagation.

Adaptive number of neighbors As previously discussed, the proposed SNS
method allows for embedding structural priors on the sparsity of the latent graph
directly into the generative model. Fixing the number K of neighbors might,
however, introduce an irreducible approximation error when learning graphs
with nodes characterized by a variable number of neighbors. The problem can
be solved by adding dummy nodes. Given K, we add up to K —1 dummy nodes
to set S (i.e. the set of candidate neighbors) and expand matrix ¢ accordingly.
At this point, a neighborhood of exactly K nodes can be sampled and the
log-likelihood evaluated according to the procedure described above; however,
dummy nodes are discarded to obtain the N x N adjacency matrix A. By
doing so, hyperparameter K can be used to cap the maximum number of edges
and set a minimum sparsity threshold. The resulting computational complexity
in the subsequent MP layers is at most O(NK).

7.4.3 Learning the graph distribution p,;

For both BES and SNS, p, can be parametrized by following any of the
strategies discussed in Section 7.1 to parameterize the score matrix ®. Among
the main available design choices, it is possible, for example, to associate a
learnable parameter to each (edge) score ®;; by setting ® = ). Similarly, one
could reduce the number of parameters to estimate by factorizing the score
matrix. Modeling dynamic graphs instead requires accounting for observations
X;_w. at each considered time step t, e.g., by using a sequence modeling block
to compute scores as a function of the input window. We refer to Section 7.1 for
an in-depth discussion of the available alternatives and existing architectures.
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7.5 Reducing the variance of the estimator

MC estimation is the most commonly used technique to approximate the gradient
in Equation 7.22. Although the resulting estimators are unbiased, the quality
of the estimate can be dramatically impacted by its variance: as such, variance
reduction is a critical step in the use of score-based estimators. As for any MC
estimator, a direct method to reduce the variance consists in increasing the
number M of independent samples used to compute the estimator, which results
in reducing the variance by a factor 1/M w.r.t. the one-sample estimator. In
our setting, sampling M adjacency matrices results in M evaluations of the cost
and the associated score and, in turn, to an often considerable computational
overhead. In this section, we provide more sample-efficient alternatives, based
on the control variates method. Our approach grants a significant variance
reduction while requiring only one extra evaluation of the cost function. That
being said, our approach to variance reduction is orthogonal to increasing
the sample size, which remains a viable to further improve the quality of the
gradient estimator.

7.5.1 Control variates and baselines

The control variates method provides a variance reduction method for MC
estimator of I, [g(x)]. It consists in introducing an auxiliary quantity h(z) for
which we know how to efficiently compute the expectation under the sampling
distribution p,, [Mohamed et al., 2020]. Then, a function § = g — S(h — E[h]) is
defined, for some constant 3, such that g has the same expected value of g, i.e.,
E[g(z)] = Elg(x)], but lower variance (Var[g(z)] < Var[g(x)]). Quantity h is
called control variate, while (3 is often referred to as baseline. In score-based meth-
ods, a computationally cheap choice is to use the score function itself as control
variate, i.e., referring to our case where g(A) = 6,(A;0)Vylogpy(A) (Equa-
tion 7.22), we set h(A) = Vy log py(A), for which E,  [h(A)] = 0, and obtain

VLo (6,9) = By, [(5:(4:0) — B) Ty log py(A)]. (7.32)
This narrows the problem to finding appropriate values for baseline . Since for

any fi, fa, Var[fi + fo] = Var[fi] + Var[fa] + 2Cov|[f1, f2], the optimal baseline
B« in Equation 7.32 is given by

g, = CoV0/(A;0)Vy logpy(A), Vy log py(A))
* Varp,, [V log py (A)]
_ By [0(A;0)(Vy log py(A))°]
Ep,[(Vylogpy(A))?]

(7.33)
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Unfortunately, finding the optimal , can be as hard as estimating the desired
gradient in Equation 7.22; moreover, note also that 5, = f.(&X}), as ¢; depends
on the observations X;. Therefore, we opt for the approximation

Ep, [0:(A; 0)(Vy log py(A))’] ~ By, [0:(A; 0)|Ep, [(Vy log py (A))°],  (7.34)

and obtain f, ~ Ep, [0;(A;0)]. Note that a similar choice of baseline is very
popular, for instance, in reinforcement learning applications (e.g., see advantage
actor-critic estimators, Sutton et al. 1999; Mnih et al. 2016). However, since
approximating [, [0;(A; 0)] would require the introduction of an additional
estimator, we rely on a different approximation by moving the expectation
inside the cost function and obtaining 3, ~ d;(p; 8), where p = E, [A].

We recall that, in general, p is dense and its components are real numbers,
therefore computing d0,(p; @) would require evaluating the output of the model
w.r.t. a dense adjacency matrix, potentially outside the well-behaved region of
the input space, and to compute messages w.r.t. each node pair, thus negating
any computational complexity benefit. Accordingly, we substitute g with the
Fréchet mean adjacency matrix A*, relying on the generalized notion of mean
for binary adjacency matrices introduced in Section 7.2.2. We then choose as 3
such that

3= 6,(A"0). (7.35)
The computational cost of evaluating ,@ corresponds then to that of a single eval-
uation of the cost function §, w.r.t. the binary and eventually sparse adjacency
matrix A*.

Finally, we point out that, even though B may differ from f,, the variance
is reduced as long as 0 < B < 20,. We indicate the modified cost, i.e., the
cost minus the baseline as 6;(A; 0) = 6,(A; ) — 6,(A*; 0); the modified cost is
computed after each forward pass and used to update the parameters of p,. In
the following, we derive analytical solutions for finding A* for BES and SNS,
respectively.

7.5.1.1 Baseline for BES

We start by recalling the notation from previous sections. Denote expectation
Ep, [A] with respect to BES as p € [0, 1]V ¢ R¥*V and with A* the binary
Fréchet mean adjacency matrix with respect to the support A = {0, 1}V*V of
the distribution py, associated with BES. The main result of the section is the
following proposition which allows us to provide a baseline as

Bims = 6 (|0(9)];6), (7.36)
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where |®] indicates the element-wise rounding of the components of the real
matrix ® to the closest integer (either 0 or 1).

Proposition 1. Consider BES with associated distribution p,, and support A.
Then,

e the expected matrix Ep [A] is p = 0(®P), with o applied element-wise;

e the Fréchet mean adjacency matrix A* = |p] = I(P > 0).

Proof. As each component of A ~ p, is independent from the others, p;;
can be considered element-wise as Ep [A;;] = o(®;;), for all 4,5 = 1,..., N.
Similarly, each component of A* can be computed independently as well, by
relying on Lemma 1.

Lemma 1. The minimum of the Fréchet function Fy can be expressed as

N
] P 3 ¢ — .. 2
min S (A) = min > 1 (pij — Aij)”. (7.37)
INES
To conclude the proof of Preposition 1, we observe that the minimum of
Equation 7.37 is attained at A* = |u], that is Aj; = 1 for all p;; > 1/2 (or >

0), and 0 elsewhere. The proof of the Lemma 1 is deferred to Appendix G. [

7.5.1.2 Baseline for SNS

Similarly to what has been done for BES in Proposition 1, we provide analogous
results for SNS, with the added technical complexity that, in this case, edges
j — i and j° — i are not independent. Nevertheless, the result remains intuitive:

Bsns = 0; (A" 0),  with AY. = I (®;; € top-K{®;.}), Vi,jeS. (7.38)

The proof that A* is indeed the Fréchet mean for SNS follows Preposition 2.

Recall that, for SNS, the support of py, is that of directed K-NN graphs in

Equation 7.40, where the neighborhood of each node is sampled independently.

Equation 7.38 is derived by considering a neighborhood of fixed size K’; however,

the analysis remains valid for the adaptive case discussed in Section 7.4.2.2.
In the SNS case, each entry p,; of p is

pi = ppli € Sxln) = S py(Sicln), (7.39)

Shie Sy



102 7.5 Reducing the variance of the estimator

where the sum is taken over all subsets S% of S of K elements containing node 7.
Even if marginalizing over all possible sampled subsets of S has combinatorial
complexity, we show that A* can be derived without directly computing p as
stated in Proposition 2.

Proposition 2. Consider an SNS distribution with support

_ NxN . N _ :
A= {A e{0. 1YY Ay =K. Vz}. (7.40)
Then, the Frechét mean A* is given by
Al =1 (9 € top-K{®;.}), Vi,j€S. (7.41)
Proof. Computing A* corresponds to solving the optimization problem
. _ . , /
min§pr (A) = minEy.p, [H(A, A7) (7.42)
Start by rewriting the Fréchet function as
Su(A) =Eanp, [H(A, A')] (7.43)
N
=Earnp, | > Ani—24,,A,, + A, (7.44)
n,2=1
N N
= A (=2, )+ > (7.45)
nyi=1 " aj=1
Wn, i w_/

c

where p,,; = py (1 € Sgn) = py (A,; =1) and ¢ is a constant. The proof
follows from Lemma 2.

Lemma 2. Let py be an SNS distribution with associated log-probabilities ®.
Then Vn,i,j € S

The proof of Lemma 2 is provided in Appendix G. Following Equation 7.45, the
optimization problem in Equation 7.42 becomes the linear program

N N
minimizeg E w;j Aij

i=1 j=1

N
j=1

AijE{O,l} Vi=1,...,N,

(7.47)
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where w;; = 1 — 2py, (A;; = 1). Since Lemma 2 grants that, for each i, the
K-smallest w;; weights correspond row-wise to the top-K scores ®;;, the solution
A" to the linear program is given by Aj; = I (®;; € top-K{®;.}) and, hence,

the thesis. O

7.6 Layer-wise sampling and surrogate objective

As a final step, we can leverage on the structure of MP neural networks to
rewrite the gradient VL, (6,1). This formulation allows for obtaining a
different estimator for the case where we sample a different AY at each of the
L MP layers of F(-;0).

Proposition 3. Consider family of models F(-, A*X; 0) with exactly L message-
passing layers propagating messages w.r.t. different adjacency matrices AW,
[l =1,...,L, sampled from p, (either BES or SNS). Assume that the cost
function ¢; can be written as the summation over node-level costs §i. Then

v"/"ct (0’ ’l»b) =
1

~

N
Ep, | 0,(A%0)Vylogpy(AD) + 3 6i(A%0)Vy logpy(AL) ] |

=1 =1

(7.48)

where Al(-f) denotes the i-th row of adjacency matrix A", i.e., the row corre-
sponding to the neighborhood of the i-th node.

Proposition 3 holds for all parametrizations of p,;, as long as the neighborhood
of each node (i.e., the rows of A) are sampled independently. Furthermore,
note that almost all of the cost functions typically used for node-level tasks
satisfy the assumption, e.g.,

l/>1-€:15+I{ = f@ (thW:t; A:L) )
N

5(A%0) =Y )
=1

p

N
yz:t-‘,—H - gz:t—l—H”p Z 52(AL’ 0)
=1

The following provides proof of Proposition 3 and presents a surrogate objective
function inspired by Equation 7.48.

Proof. A proof can be derived by noticing the independence of §:( AX; ) and
pqp(Ag-’L:)) for i # j, and by exploiting the fact that with both BES and SNS
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rows of each AY are sampled independently. For the sake of readability, we
omit the dependency of ¢; and §; from A** and 6. The proof follows:

VLl (0,9) = Ey, [0:Vylogpy(A™)] (7.49)
L—1
=Ep, | Y6 Vylogpy(AY)| +Ep, [6:Vylog py(A")] .
=1 hd

(*)
(7.50)

By considering the second term:

(%) = Ep, [6:Vy log py(AF)] (7.51)

N N
= Ep, Z 5 Z Vs log py(ALY)

Do 25 Vi 10gp¢(

(7.52)

~E )| +Ep,

2(5 Zv¢logp¢ )]

i=1 e

(%)

J/

(7.53)

The two factors in (xx) are independent since 6! depends only on A”*~! and
Al hence

N
() = 3 By, [6] DBy, | Vulogpy(A)] 0. (7.54)
i=1 G ~ <

=0

Putting everything together, we get Equation 7.48 and the proof is completed.
O

7.6.1 Surrogate objective

Intuitively, the second term in Equation 7.48 can be interpreted as directly
rewarding connections that lead to accurate final predictions w.r.t. the local cost
d%. Besides providing a more general MC estimator, Preposition 3 motivates us
in considering a similar surrogate approximate loss Et (0,)) for the case where
we use a single A for all layers, i.e., we consider

~ N .
VL (0,9) = By, | \(A4;0)Vys logpy(A) + 3 51(A:0)Vylogpy(As)|.
(7.55)
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as gradient to learn p,. Equation 7.55 is developed from Equation 7.48 by
considering a single sample A ~ p,, and introducing the hyperparameter \.
Note that, in this case, Et (0,1)) is an approximation of the true objective with
a reweighting of the contribution of each 6°(A;@). Following this consideration,
A can be interpreted as a trade-off between local and global cost. In practice, we
set A = 1/N, so that the two terms are roughly on the same scale. Empirically,
we observed that using the modified objective consistently leads to faster
convergence; see Section 7.7.

7.7 Empirical results

To validate the effectiveness of the proposed framework, we carried out ex-
periments in several settings on both synthetic and real-world datasets. In
particular, a set of experiments focuses on the task of graph identification where
the objective is that of retrieving graphs that better explain a set of observations
given a (fixed) predictive model. The second collection of experiments shows
instead how the proposed approach can be used as a graph-learning module
in an end-to-end forecasting architecture. We refer to Appendix G and to the
reference paper for additional details on the experimental setup [Cini et al.,
2023d].

7.7.1 Datasets

As synthetic benchmark we use the original version of the GPVAR dataset
introduce by Zambon and Alippi [2022| which consists of signals generated
by recursively applying a polynomial Graph VAR filter [Isufi et al., 2019] and
adding Gaussian noise at each time step. In particular, analogously to Zambon
and Alippi [2022], we consider the data generating process

L Q
X, = tanh (Z > ¢l7quXt_q> + (7.56)

=0 g=1

where A = I + A (with I being the identity matrix), ¢ € RETDXQ denotes
the model parameter and 7, ~ N(0,I) is a Gaussian noise vector. We use
the community graph described in Chapter 4, but consider the configuration
introduced in [Zambon and Alippi, 2022|, which consists of 30 nodes. Model
parameters, with L = () = 2, are set as in previous works and used to generate
a trajectory of T = 30000 steps. We use 70/10/20% data split for training,
validation, and testing, respectively.
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For what concerns benchmarks utilizing real-world data, we use the AQI
dataset and traffic datasets (METR-LA and PEMS-BAY) as described in
Chapter 4.

7.7.2 Controlled environment experiments

To gather insights on the impact of each aspect of the methods introduced
so far, we start by using the controlled environment provided by the GPVAR
dataset.

7.7.2.1 Graph identification and time series forecasting

In the first setup, we consider a GPVAR filter as the predictor and assume
known the true model parameters, i.e., the coefficients of the filter, to decouple
the assessment of the graph-learning module from that of the forecasting module.
Then, in a second scenario, we learn the graph while, at the same time, fitting
the filter’s parameters. Figure 7.2 shows the validation MAE after each training
epoch by using BES and SNS samplers, with and without baseline B for variance
reduction, and when SNS is run with dummy nodes for adaptive node degrees.
The number of maximum neighbors is set to K = 5, which is the maximum
degree of the ground truth graph. In particular, Figure 7.2a and Figure 7.2b
show results in the graph identification task for the vanilla gradient estimator
derived from Equation 7.21 and for the surrogate objective from Equation 7.55,
respectively. To match the optimal prediction, models have to perfectly retrieve
the underlying graph. During the evaluation, we used A" as input to the
predictor instead of sampling p,. Results allow us to make the following
comments.

Impact of the baseline The first striking outcome is the effect of baseline
[ in both the considered configurations which dramatically accelerates the
learning process.

Graph distribution The second notable result is that, although both SNS
and BES are able to retrieve the underlying graph, the sparsity prior in SNS
yields faster convergence w.r.t. the number of samples seen during training,
as the validation curves are steeper for SNS; note that the approximation
error induced by having a fixed number of neighbors is effectively removed
with the dummy nodes.

Surrogate objective Figure 7.2b shows that the surrogate objective con-
tributes to accelerating learning even further for all considered methods.
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Figure 7.2. Experiments on GPVAR. All the curves show the validation MAE after
each training epoch.

Joint training Finally, Figure 7.2c reports the results for the joint training of
the predictor and graph module with the surrogate objective. The curves, in
this case, were obtained by initializing the parameters of the filter randomly
and specifying an order of the filter higher than the real one; nonetheless, the
learning procedure was able to quickly converge to the optimum when using
as baseline the cost evaluated w.r.t. A*.

7.7.2.2 Sensitivity analysis

To further assess the impact of the surrogate objective and that of the structural
priors embedded into the SNS parametrization, we run a sensitivity analysis on
both these aspects.

Regarding the surrogate objective, we run a sensitivity analysis on the
hyperparameter A, which was kept fixed to A = 1/N in the experiments in
Figure 7.2. In particular, we repeated the experiment on graph identification
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Figure 7.3. Sensitivity analysis on A for the surrogate objective.
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Figure 7.4. Sensitivity analysis on K for SNS.

setting by considering the BES parametrization and values for A in the range
[1/N =1/30,1]. We did not use the baseline to accentuate the sensitivity to
A. Results, shown in Figure 7.3, demonstrate the effectiveness of the surrogate
loss in accelerating learning by introducing and reweighting the local cost term
and how decreasing the weight of the global cost leads to faster convergence.

Finally, we assess the impact of the value of the hyperparameter K on
the learning speed for the SNS sampler. In this case, we consider the graph
identification experiment with the baseline for variance reduction. We run
experiments with K € (5, 10,20,30) and a number of dummy nodes equal to
K — 1. Results in Figure 7.4 show that while the use of dummy nodes reduces
the impact of a wrong assessment of K, overestimating the maximum number of
neighbors can nonetheless lead to slower convergence. In particular, given these
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Figure 7.5. Comparison of different estimators on the joint training settings in GPVAR.

settings and hyperparameters, SNS fails to converge to the optimal solution
for K = 30, i.e., a number of neighbors equal to the number of nodes. As a
general recommendation, we argue that using SNS can be beneficial as long as
K < N/2, while for larger values of K a BES parametrization is preferable due
to the reduced overhead in sampling and likelihood evaluation.

7.7.2.3 Comparison with path-wise and straight-through estimators

In this section, we assess the effectiveness of the proposed score-function es-
timator (with baseline and surrogate objective) against both the path-wise
estimator, based on the Concrete continuous relaxation of Bernoulli random
variables [Maddison et al., 2017], and the straight-through estimator [Bengio
et al., 2013]. We consider the controlled joint graph and model learning scenario
from subsubsection 7.7.2.1. In particular, for all estimators, we consider the
BES parametrization for the graph distribution and the model family of Graph
VAR filters of spatial order 3 and temporal order 4 — as in the joint training ex-
periment of subsubsection 7.7.2.1 — and a more difficult scenario corresponding
to filters up to orders 4 and 6, respectively. The results of the experiment are
shown in Figure 7.5. In the simpler setting (Figure 7.5a), both the path-wise
and straight-through estimators appear to converge faster than the score-based
approach, yet they reach sub-optimal results — a side-effect that we attribute
to the bias of the path-wise and straight-through estimators. In the harder
setting (Figure 7.5b), instead, our method achieves better performance both in
terms of forecasting accuracy and sample complexity. This behavior might be
associated with the complex dynamics of learning the relational structure given
a larger family of predictive models.
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7.7.3 Real-world datasets

The following discusses the application of the proposed method w.r.t. data
coming from real-world scenarios.

7.7.3.1 Graph identification in AQI

For graph identification, we set up

the following scenario. From the AQI Table 7.1. AQI experiment.
dataset, we extract 2 subsets of sen-
sors that correspond to monitoring sta- Tested on
tions in the cities of Beijing and Tian-  Trained on | Beijing  Tianjin
jin, respectively. We build a graph for  Beijing 9.4310.03 10.62x0.05
both subsets of data by constructing Tianjin 9.554006 10.56+0.03
a K-NN graph of the stations based -

v stabh o Baseline | 10.21z001 11.2510.01
on their distance; we refer to these as

ground-truth graphs. Then, we train

a different predictor for each of the two cities, based on the ground-truth graph.
In particular, we use a TTS model with a simple architecture consisting of
a GRU [Chung et al., 2014] encoder followed by 2 isotropic MP layers. As a
reference value (sanity check), we also report the performance achieved by a
GRU trained on all sensors, without using any spatial information. Performance
is measured in terms of 1-step-ahead MAE. Results for the two models, trained
with early stopping on the validation set and tested on the hold-out test set
for the same city (i.e., in a transductive learning setting) are shown in the
main diagonal of Table 7.1. In the second stage of the experiment, we consider
an inductive setting: we train the model above on one of the two cities as a
source, freeze its parameters, discard the ground-truth graph w.r.t. the left-out
city, and train our graph learning module (with the SNS parametrization) to
maximize the forecasting accuracy. The idea is to show that our module is able
to recover a topology that gives performance close to what would be achievable
with the ground-truth graph. Results, reported in the off-diagonal elements of
Table 7.1, show that our approach is able to almost match the performance that
would have been possible to achieve by fitting the model directly on the target
dataset with the ground-truth adjacency matrix; moreover, the performance is
significantly better than that of the reference GRU.
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Table 7.2. Results on the traffic datasets.

MODEL METR-LA PEMS-BAY

MAE @15 MAE @30 MAE @ 60 | MAE @ 15 MAE @ 30 MAE @ 60
Full attention 2.727+.005 3.049+ 009 3.411+ 007 1.335x.003 1.655+.007 1.929+ 007
GTS 2.750+.005 3.1744 013 3.653+.01s 1.360+.011 1.7154 032 2.054+ 061
MTGNN 2.690+.012  3.057+016  3.520+.010 | 1.3281+.005  1.655+.010  1.951+.012
Our (SNS) 2.725+.005 3.051+.009 3.412+.013 1.317+.002 1.620+.003 1.873+.005
Adjacency
—Truth 2.720+x.00e  3.106+.00s  3.556+.011 | 1.335+.000  1.676+.00a  1.993+.008
—Random 2.801+.006 3.160+.00s 3.517+.009 1.327+.001 1.636+.002 1.897+.003
—Identity 2.842+002  3.264x002  3.740+004 | 1.341+001  1.6841000  2.013+.003

7.7.3.2 Joint training and forecasting in traffic datasets

Finally, we test our approach on 2 widely used traffic forecasting benchmarks.
Here we took the full-graph attention architecture proposed in [Satorras et al.,
2022|, removed the attention gating mechanism, and used the graph learned
by our module to sparsify the learned attention coefficients; in particular, we
considered the SNS sampler with K = 30, 10 dummy nodes and surrogate
objective (A = 1/N). We used the same hyperparameters of [Satorras et al.,
2022|, except for the learning rate schedule and batch size (see supplemental
material). As a reference, we also tested results using the ground-truth graph,
a graph with only self-loops (i.e., with A set to the identity matrix), as well
as a random graph sampled from the Erdés-Rényi model with p = 0.1. For
MTGNN [Wu et al., 2020] and GTS we report results obtained by running the
authors’ code. More details are provided in the reference paper [Cini et al.,
2023d]. Note that GTS was considered the state of the art for methods based on
path-wise estimators [Ziigner et al., 2021]. Results in Table 7.2 show the MAE
for 15, 30 and 60 minutes time horizons achieved over multiple independent
runs. Our approach is always competitive w.r.t. the state-of-the-art alternatives,
and significantly better than all the baselines with reference adjacency matrices.
Note that, using a random adjacency matrix — which essentially corresponds to
randomly sparsifying the attention coefficients — is often competitive with more
complex approaches which suggests that, in some datasets, having access to
the ground-truth graph is not decisive for achieving high performance. That
being said, our graph learning methods consistently improve performance w.r.t.
the naive baselines.
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Figure 7.6. Computational scalability of the proposed estimator against the straight-
through method.

7.7.4 Scalability

To assess the scalability of the proposed method, we consider a T&S model
consisting of a GRU with gates implemented by an anisotropic MP operator.
In particular, we consider a simple MP scheme s.t.

-y MLP< (1) g ”) (7.57)

JEN(3)

The resulting model has a space and time complexity that scales as O(LT'|E]).
By considering the same controlled environment of the experiments in Sec-
tion 7.7.2 and varying the number of nodes in the graph underlying the gen-
erated data, we empirically assessed the time and memory cost of learning a
graph distribution with our SNS approach against a straight-through estimator.
Note that, while the straight-through estimator allows for a sparse forward
pass at inference, the processing is nonetheless dense at training time — thus
requiring O(LT N?) time and space, instead of O(LTE|).

The resulting models are trained on mini-batches of 4 samples with a window
size of 8 steps for 50 epochs, each consisting of 5 mini-batches. The empirical
results in Section 7.7.4 show measured GPU usage and latency for the above
settings. The computational advantages of the sparse MP operations enabled
by our method are evident.



113 7.8 Conclusions and future directions

7.8 Conclusions and future directions

We proposed a methodological framework for learning graph distributions from
correlated time series. Our novel probabilistic framework relies upon score-
function gradient estimators that allow us for keeping the computation sparse
throughout both the training and inference phases. We then developed variance
reduction techniques for our method to obtain accurate estimates of the gradient
at training time. The proposed graph learning modules are applied to the time
series forecasting task where they can be used for both graph identification and as
components of an end-to-end architecture. Empirical results support our claims,
showing the effectiveness of the framework. Notably, we achieve forecasting
performance on par with state-of-the-art alternatives, while maintaining the
benefits of graph-based processing. In some sense, graph learning can be seen as
a regularization of attention-based architectures [Vaswani et al., 2017|, where,
rather than relying on attention scores between each pair of nodes, the learned
graph is used to route information only between certain nodes, thus providing
localized node representations typical of graph-based processing. As such, we
argue that the associated methodologies constitute a relevant aspect of modern
approaches to correlated time series forecasting.

Future directions Possible directions for future research include the assess-
ment of the proposed method w.r.t. the inference of dynamic adjacency matrices,
distribution agnostic variance reduction methods, and, in particular, the design
of advanced forecasting architectures to achieve accurate predictions at scale.
Furthermore, it would interesting to assess the combination of the proposed
estimators with orthogonal variance reduction techniques (e.g., Kool et al. 2020)
and data-driven baselines. The study of methods to calibrate the uncertainty
over the existence of each edge is also an interesting direction which has already
seen follow-up work [Manenti et al., 2024]. Beyond learning binary adjacency
matrices, learning edge attributes [Kipf and Welling, 2017| and higher-order
relationships (e.g., as in [Battiloro et al., 2024]) are relevant directions to ex-
plore further. Finally, future works might investigate the application of the
recently proposed implicit maximum likelihood estimators [Niepert et al., 2021;
Minervini et al.,; 2023| to the settings explored in this chapter.
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Chapter 8

Computational scalability

This chapter focuses on the computational scalability of the introduced frame-
work (Challenge 4) and introduces a scalable graph-based forecasting ar-
chitecture. As highlighted in Chapter 3, training STGNNs can incur high
computational costs: designing the forecasting architecture having these po-
tential constraints in mind is crucial. Section 8.1 provides further details on
the computation scalability of standard STGNNs architectures and discusses
methods to deal with the issue. Preliminary concepts toward introducing the
proposed scalable forecasting architecture are given in Section 8.2. Section 8.3
presents, then, the Scalable Graph Predictor (SGP) architecture, our proposed
approach. Section 8.4 provides additional discussion on the related work. Em-
pirical results (Section 8.5) show that the proposed method can match the
state of the art in forecasting accuracy while being drastically more scalable
w.r.t. both sequence length and graph size. Finally, Section 8.6 discusses future
directions.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Ivan Marisca, Filippo Maria Bianchi, and Cesare Alippi.
Scalable Spatiotemporal Graph Neural Networks. Proceedings of the 37th
AAAI Conference on Artificial Intelligence, 2023a
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8.1 Dealing with large time series collection

Scalability concerns can emerge from both the number of target time series as
well as their length. Notably, dealing with thousands of time series acquired at
high sampling rates over long periods of time is rather common, e.g., in trans-
portation systems and smart power grids [Cini et al., 2023a; Liu et al., 2023c|.
This results in a large amount of data that must be processed at once. While
the research to improve the scalability of models for static graph signals has
been very prolific [Hamilton et al., 2017; Chiang et al., 2019; Zeng et al., 2020;
Frasca et al., 2020], little attention has been paid to the additional challenges en-
countered when dealing with discrete-time dynamical graphs which corresponds
to the setting we are dealing with. When designing and /or implementing an
STGNN, the scalability issue, then, must be taken into account.

8.1.1 Computational scalability in STGNNs

As mentioned in Section 3.3, a generic T&S model performs L stacked MP
operations for each time step resulting in a time and space complexity scaling
with O(W(N+L|5max|)), or (’)(WL|5maX\) assuming N < |Epax|. STT models
are characterized by an analogous computation complexity, as the decoupled
processing generally does not bring any advantage in this direction. Conversely,
TTS models, by encoding the time series ahead of any MP operation, scale with
O(WN + LI&), which, again assuming N < |&], is a notable improvement.
However, even models following this paradigm can struggle whenever either
N, W, or |E| are large, and appropriate computational resources can quickly
become unaffordable. This issue is particularly relevant at training time when
processing batches of such high-dimensional data concurrently is needed to fit
STGNN’ parameters on the available data.

Graph subsampling and precomputed representations An often viable
solution is to subsample the data fed to the model. In particular, the computa-
tional burden can be reduced at training time by extracting subgraphs from
the full-time series collection [Hamilton et al., 2017; Chiang et al., 2019; Zeng
et al., 2020] by, e.g., considering the K-th order neighborhood of a subset of
nodes. Such approaches have been exploited, mostly adapted from methods
developed in the context of static graph processing, and have indeed been
applied to scale graph-based time series forecasting to large networks [Wu
et al., 2020; Gandhi et al., 2021; Rong et al., 2020]. Subsampling methods,
then, allow for capping the number of nodes/edges to be processed for each
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Figure 8.1. Overview of SGP forecasting framework. Light-grey boxes denote
training-free components. At first, an echo state network — with shared parameters
across nodes — encodes multi-scale temporal dynamics. Then, K graph shift operators
are used to propagate spatial information. The resulting K + 1 representations are
concatenated and fed to an MLP to predict the next  node observations.

sample based on the available computational resources. The drawback of these
approaches is that such a subsampling might break long-range spatiotemporal
dependencies (n.b., data are not i.i.d.) and may result in a noisy and biased
learning signal. Similar arguments can be made w.r.t. using small batch sizes
and short input windows. To go beyond the limitations of subsampling methods,
in the following, we introduce a novel approach to building scalable forecasting
architectures based on precomputing spatiotemporal representations of the input
ahead of training [Cini et al., 2023a|. Our approach relies on randomized deep
echo state networks |Gallicchio et al., 2017; Bianchi et al., 2020¢| and powers
graph shift operators to extract spatiotemporal representations unsupervised.
Figure 8.1 provides an overview of the approach. Since the encoding scheme
requires neither training nor supervision, the representation of each node and
time step can be computed as a preprocessing step. Representations can then
be sampled uniformly across time and space (as if they were i.i.d.) to efficiently
train a decoder for mapping them to predictions; this makes the computational
cost of a training step independent of both sequence length and graph size.
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8.2 Preliminaries

We consider the reference settings introduced in Section 3.1 and relational
representations encoded by a static weighted adjacency matrix A € RV*V,
Extensions that consider (dynamic) edge attributes are nonetheless possible (see
Section 8.6). The following, then, provides some preliminary concepts on echo
state network (ESN) architectures, a class of randomized RNNs already briefly
introduced in Chapter 2 (see Section 2.5.1).

8.2.1 Echo state networks

Echo state networks (ESNs) [Jaeger, 2001; Lukosevicius and Jaeger, 2009] are
a class of randomized architectures |Gallicchio and Scardapane, 2020] that
consist of recurrent neural networks with random weights [Lukosevicius and
Jaeger, 2009] that encode the history of input signals into a high-dimensional
state representation to be used as input to a (trainable) readout layer. The
main idea is to feed an input signal into a high-dimensional, randomized, and
non-linear reservoir, whose internal state can be used as an embedding of the
input dynamics. An echo state network is driven by the following state update
equation:

h, =0 (W,xz, + W,h,_1 +b), (8.1)

where x; indicates a generic input to the system, W, € R%*% and W), € R
are the random matrices defining the connectivity pattern in the reservoir,
b € R% is a randomly initialized bias, h; indicates the reservoir state, and o is a
nonlinear activation function (usually tanh). If the random matrices are defined
properly, the reservoir can extract a rich pool of dynamics characterizing the
system underlying the input time series @; and, thus, the reservoir states become
informative embeddings of @, 7, [Lukosevicius and Jaeger, 2009]. Thanks to
the non-linearity of the reservoir, embeddings are commonly processed with
a linear readout that is optimized with a least squares procedure to perform
classification, clustering, or time series forecasting [Bianchi et al., 2020¢].

8.3 Scalable spatiotemporal GNNs

In this section, we introduce the Scalable Graph Predictor (SGP) [Cini et al.,
2023al, a scalable graph-based forecasting architecture based on the idea of
precomputing representations ahead of training |Frasca et al., 2020]. Figure 8.1
provides an overview of the proposed approach. SGP is based on a hybrid
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Figure 8.2. Overview of the SGP encoder. Input time series are fed into a randomized
network with recurrent connections and embedded into a hierarchical vector represen-
tation. A graph shift operator is used to propagate and aggregate spatial information
of different order which is then concatenated to obtain a final embedding.

encoder-decoder architecture. The encoder first constructs representations of
the time series observed at each node by using a reservoir (a deep ESN Gallicchio
et al. [2017]) that accounts for dynamics at different time scales. Representations
are further processed to account for spatial dynamics described by the graph
structure. In particular, we use incremental powers of the graph adjacency
matrix to propagate and aggregate information along the spatial dimension.
Each power of the propagation matrix accounts for different scales of spatial
dynamics. The final embedding is then built by concatenating representations
obtained w.r.t. each propagation step, thus resulting in a rich encoding of both
spatial and temporal features. The computation of these representations can
be done ahead of training (thus avoiding GPU memory bottlenecks) and is
performed only once. Indeed, the encoding scheme does not need any training.
Embeddings, once computed, can be uniformly sampled over time and space
while training a nonlinear readout to obtain forecasts. The readout (i.e., a
decoder) can be simply implemented as an MLP mapping encodings to multi-
step predictions. To further enhance scalability, however, the embedding
structure can be exploited to reduce the number of parameters and learn filters
localized in time and space. As discussed in Section 8.3.2, this is done by
learning separate weight matrices for each spatiotemporal scale. The following
subsections describe each component of the architecture in detail.

8.3.1 Scalable spatiotemporal representation

We consider as temporal encoders deep ESNs [Gallicchio et al., 2017 with leaky
integrator neurons [Jaeger et al., 2007]. In particular, we consider networks
where the signal associated with each node is encoded by a stack of L randomized
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recurrent layers s.t.
i,(0 Q[ 0yi
ht( ) = [thut} >
Ry = tanh (WOR Y+ WO 4 00)), (8:2)
he' = (1 —wh +uh" =1L

where 7; € (0, 1] is a discount factor associated with I-th layer, W e Rdu Xdpi-1
W, € R >4 b € R% are random weight matrices, hi’(l) indicates the hidden
state of the system w.r.t. the i-th node at the I-th layer, and || indicates node-
wise concatenation. Note that, to avoid ambiguity, the index of the layers
is indicated between parentheses in this chapter. As shown by Equation 8.2,
deep ESNs are a hierarchical stack of reservoir layers that, e.g., by changing
the discount factor at each layer, extract a rich pool of multi-scale temporal
dynamics [Gallicchio et al., 2017]'. Given a deep ESN encoder, the input is
represented by the concatenation of the states from each layer, i.e., we obtain
node-level temporal encodings Ei for each i-th node and time step t as

Ry = (BB ) (8.3)

Similarly, we indicate as H; the encoding for the whole time series collection
at the corresponding time ¢. Figure 8.2 provisides a visual representation of the
processing by showing, on the left-end side, how node-level temporal embeddings
are extracted from the input sequences; to simplify the drawing, the figure
shows an sigle-layer ESN.

Spatial propagation The next step is to propagate information among time
series. As discussed at the beginning of the section, we use powers of a graph
shift operator A to propagate and aggregate node representations at different
scales. By using a notation similar to Equation 8.3, we obtain spatiotemporal
encodings as

s = H, = (B |H"| ... |H").
s = Asi) = (AH|AHD).. | A HP),
5= (S8 185 (8.4)

We refer to [Gallicchio et al., 2018| for more details on the properties and stability of
deep ESNs.



121 8.3 Scalable spatiotemporal GNNs

where A indicates a generic graph shift operator matching the sparsity pattern of
the graph adjacency matrix. In practice, by indicating with D the graph degree
matrix, we use A = D' A in the case of a directed graph and the symmetrically
normalized adjacency A = D Y2AD~Y? in the undirected case. Furthermore,
for directed graphs we optionally increase the number of representations to
2K +1 to account for bidirectional dynamics, i.e., we repeat the encoding process
w.r.t. the transpose adjacency matrix similarly to [Li et al., 2018]. Intuitively,
each propagation step AS propagates and aggregates — properly weighted —
features between nodes connected by paths of length & in the graph. As shown in
Equation 8.4, features corresponding to each order k can be computed recursively
with K sparse matrix-matrix multiplications (Figure 8.2). Alternatively, each
matrix A* can be precomputed and the computation of the different blocks of
matrix S; can be distributed in a parallel fashion as suggested by Figure 8.1.
Even in the case of extremely large time series collections, features S; can be
computed offline by exploiting distributed computing as they do not need to be
loaded on GPU memory. The processing carried out in Equation 8.4 can be
equivalently viewed within the MP framework as

si= (i Agar {Bl}]...|

where N'® (i) denotes the neighborhood of the i-th node w.r.t. adjacency matrix
AF and the aggregation is performed by summing each representation multiplied
by the associated edge weight.

Acen (Rl }

AGGR {Ei}) (8.5)

]EN(K)

8.3.2 Multi-scale decoder

The role of the decoder is that of selecting and weighing (possibly redundant)
features from the pool extracted by the encoder and mapping them to the
desired output. Representations S, can be fed into an MLP that performs
node-wise predictions. Since the representations are large vectors, a naive
implementation of the MLP results in many parameters that hinder scalability.
Therefore, we replace the first MLP layer with a more efficient implementation
that exploits the structure of the embeddings.

Localized filters As we described in Section 8.3.1, S, is the concatenation of
the representations corresponding to different spatial propagation steps which,
in turn, are obtained from the concatenation of multi-scale temporal features.
To exploit this structure, we design the first layer of the decoder with a sparse
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connectivity pattern to learn representations Z, s.t.

z® =4 (AkH§°>®,§°)|| . ||K’fH§L)®,§L)) (8.6)
el 0
=0 |S® : (8.7)
0 e"
4 0 K
z, = (212)...12"). (8.8)

where @,(f) € R%*% are the learnable parameters and ¢ is an activation function.
In practice, representations Z, can be efficiently computed by exploiting grouped
1-d convolutions (e.g., see Krizhevsky et al. 2012) to parallelize computation on
GPUs. In particular, if we indicate the 1-d grouped convolution operator with
g groups and kernel size r as *,,, and the collection of the decoder parameters
G)g) as ® we can compute Z; as

775 =0 (@ *1.9 gt) , (89)

with ¢ = L(K + 1) in the case of undirected graphs and ¢ = L(2K + 1) for
the directed case. Besides reducing the number of parameters by a factor of
L(K + 1), this architecture localizes filters @,(CL) w.r.t. the dynamics of spatial
order k and temporal scale [. In fact, as highlighted in Equation 8.6-8.8,
representation Z, can be seen as a concatenation of the results of L(K + 1)
graph convolutions of different order. Finally, the obtained representations are
fed into an MLP that predicts the H-step-ahead observations as

53\iL:1€+H = MLP (217 vi) ) (81())

where the static node-level attributes v’ can also be augmented by concatenating
learnable node embeddings ¢ (see Chapter 5).

8.3.3 Training and sampling

The main improvement introduced by the proposed approach in terms of
scalability concerns the training procedure. Representations S, account for
both temporal and spatial dependencies among observations over the sensor
network. Consequently, each sample 8; can be processed independently since
spatiotemporal information has already been propagated. This allows for
training the decoder with SGD by uniformly and independently sampling mini-
batches of data points si. This is the key property that makes the training
procedure extremely scalable and drastically reduces training computational
requirements w.r.t. standard STGNN.
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8.4 Related work

SGP falls within the category of TTS predictors, i.e., forecasting models models
where the temporal information is encoded before being propagated along the
spatial dimension. As already mentioned, research on scalable graph-based
methods for time series forecasting has been relatively limited. Practitioners
have mostly relied on methods developed in the context of static graphs which
include node-centric, GraphSAGE-like, approaches [Hamilton et al., 2017] or
subgraph sampling methods, such as ClusterGCN [Chiang et al., 2019| or
GraphSAINT [Zeng et al., 2020]. Wu et al. [2020]; Gandhi et al. [2021]; Wu
et al. [2021b] are examples of such approaches. Among scalable GNNs for static
graphs, SIGN [Frasca et al., 2020] is the approach most related to our method.
Similarly to SGP, SIGN performs spatial propagation as a preprocessing step by
using different shift operators to aggregate across different graph neighborhoods,
which are then fed to an MLP. However, SIGN is limited to static graphs and
propagates raw node-level attributes. Finally, analogously to our approach,
DynGESN [Micheli and Tortorella, 2022| processes dynamical graphs with a
recurrent randomized architecture. However, the architecture in DynGESN
is completely randomized, while ours is hybrid as it combines randomized
components in the encoder with trainable parameters in the decoder.

8.5 Empirical results

We empirically evaluate our approach in two different scenarios. In the first,
we compare the performance of our forecasting architecture against state-of-
the-art methods on the already introduced traffic forecasting benchmarks. In
the second, we evaluate the scalability of the proposed method on large-scale
spatiotemporal time series datasets by considering two additional benchmarks
for load forecasting and PV production prediction. Further details on datasets,
baselines, and experimental settings can be found in the arxiv version of the

reference paper 2.

Datasets Besides traffic datasets (METR-LA and PEMS-BAY), we con-
sider two larger datasets from for assessing the scalability of the different
approaches. The first dataset is a larger version of CER-E, simply indicated
as CER; differently from the version introduced in Chapter 4, we do not limit
the analysis to load profiles coming from enterprises, but consider the full

’https://arxiv.org/abs/2209.06520
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Table 8.1. Additional information on the considered datasets.

DATASET # steps # nodes # edges
METR-LA 34272 207 1515
PEMS-BAY 52116 325 2369
PV-US (100nn) | 8868 5016 417,199
CER (100nn) 8868 6435 639,369
PV-US 8868 5016 3,710,008
CER 8868 6435 3,186,369

network consisting of 6435 smart meters measuring energy consumption every
30 minutes at both residential and commercial /industrial premises. The second
large-scale dataset is obtained from the synthetic PV-US? dataset [Hummon
et al., 2012|, consisting of the simulated energy production of 5016 PV farms
scattered over the United States for the year 2006, aggregated in half an hour
intervals. Since the model does not have access to weather information, PV
production at neighboring farms is instrumental in obtaining good predictions.
CER-E and PV-US are at least an order of magnitude larger than the datasets
typically used for benchmarking spatiotemporal time series forecasting models.
Weighted adjacency matrices are obtained, similarly to datasets introduced in
Chapter 4, by applying a thresholded Gaussian kernel Shuman et al. [2013]
to the similarity matrices obtained by considering the geographic distance
among the sensors (PV-US) and the average weekly correntropy among the
time series (CER). Additional details on the datasets are reported on Table 8.1.

Baselines We consider models analogous to those discussed in Chapter 4:
LSTM a single global univariate LSTM [Hochreiter and Schmidhuber, 1997];

FC-LSTM an LSTM processing input sequences as if they were a single
high-dimensional multivariate time series;

DCRNN the GCRNN introduced by [Li et al., 2018|);

GraphWaveNet the graph-based convolutional model introduced by [Wu
et al., 2019.

Additionally, we include two more baselines:

3https://www.nrel.gov/grid/solar-power-data.html
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GatedGN (GGN) : a state-of-the-art TTS model introduced in [Satorras
et al., 2022] for which we consider two different configurations. The first
one (FC) uses attention over the full node set to perform spatial propagation,
while the second one (UG) constrains the attention to edges of the underlying
graph.

DynGESN : the echo state network for dynamical graphs proposed in [Micheli
and Tortorella, 2022].

For all the baselines, we use, whenever appropriate, the configuration found
in the original papers or in their open-source implementation; in all the other
cases we tune hyperparameters on the holdout validation set.

8.5.1 Experimental setup

To run the experiments, we considered the following scenarios and setups.

Traffic datasets For traffic datasets, we replicate the setup used in previous
works. In particular, each model is trained to predict the 12-step-ahead obser-
vations. In SGP, the input time series are first encoded by the spatiotemporal
encoder, and then the decoder is trained by sampling mini-batches along the
temporal dimension, i.e., by sampling B sequences G;_y.; of observations.

Scalability benchmarks For the large-scale datasets, we focus on assessing
the scalability of the different architectures rather than maximizing forecasting
accuracy. In particular, for both datasets, we consider the first 6 months of
data (4 for months for training, 1 month for validation, and 1 month for testing).
The models are trained to predict the next {00:30,07:30,11:00} hours. We
repeat the experiment in two different settings to test the scalability of the
different architectures w.r.t. the number of edges. In the first setting, we extract
the graph by sparsifying the graph adjacency matrix imposing a maximum of
100 neighbors for each node, while, in the second case, we do not constrain
the density of the adjacency matrix. Table 8.1 reports some details needed
to appreciate the difference in sparsity levels. To assess the performance in
terms of scalability, we fix a maximum GPU memory budget of 12 GB and
select the batch size accordingly; if a batch size of 1 does not fit in 12 GB, we
uniformly subsample edges of the graph to reduce the memory consumption.
Differently from the other baselines, in SGP we first preprocess the data to
obtain spatiotemporal embeddings and then train the decoder by uniformly
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sampling the node representations. We train each model for 1 hour, then restore
the weights corresponding to the minimum training error and evaluate the
forecasts on the test set. The choice of not running validation at each epoch
was dictated by the fact that for some of the baselines running a validation
epoch would take a large portion of the 1 hour budget.

Additional details The time required to encode the datasets with SGP’s
encoder ranges from tens of seconds to &~ 4 minutes on an AMD EPYC
7513 processor with 32 parallel processes. To ensure reproducibility, the time
constraint is not imposed as a hard time out; conversely, we measure the time
required for the update step of each model on an NVIDIA RTX A5000 GPU and
fix the maximum number of updates accordingly. For SGP, the time required to
compute node embeddings was considered as part of the training time and the
number of updates was appropriately reduced to make the comparison fair. For
all the baselines, we keep the same architecture used in the traffic experiment.
For SGP we use the same hyperparameters for the decoder, but we reduce the
dimension of the embedding (the value of K') so that a preprocessed dataset can
fit in a maximum of ~ 80 GB of storage. To account for the different temporal
scales, we increase the window size for all baselines and increase the number of
layers in the ESN (while keeping the final size of H similar). For additional
details, we refer to [Cini et al., 2023a].

8.5.2 Results

Results for the traffic benchmarks are reported in Table 8.2; while the outcomes
of the scalability experiments are shown in Table 8.3. We consider MAE and
MAPE as evaluation metrics.

Traffic experiment The purpose of the first experiment is to demonstrate
that the proposed method achieves performance comparable to that of the state
of the art. In this regard, results in Table 8.2 show that SGP is among the
best-performing forecasting architectures in all the considered scenarios. The
full-attention baseline is the strongest competitor but, has time and memory
complexities that scale quadratically with the number of nodes. DynGESN,
the fully randomized architecture, despite being very fast to train, obtains
reasonable performance in short-range predictions but falls short over longer
forecasting horizons in the considered scenarios. Note that the performance of
DCRNN and GraphWaveNet are slightly different here w.r.t. Chapter 4 due to a
change in the exogenous variables being used. In light of these results, it is worth
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Table 8.2. Results on benchmark traffic datasets (averaged over 3 independent runs).
We report MAE and MAPE averaged over a one-hour (12 steps) forecasting horizon.
We also show MAE for H € {15, 30,60} minutes time horizons. Bold numbers are
within a standard deviation from the best average.

METR-LA PEMS-BAY

MODELS 15m 30m 60m Average 15m 30m 60m Average

MAE MAE MAE | MAE MAPE | MAE MAE MAE | MAE MAPE
LSTM 2.99+.00 3.58+.00 4.43+.01|3.58+00 1.194.05 [ 1.39+.00 1.83+.01 2.35+.01|1.79+.00 4.16+.05
FC-LSTM |3.33+.01 3.43+.01 3.67+01|3.46x01 1.154.00|2.22401 2.25+.01 2.342.02|2.26+.01 5.33x.04
DynGESN |3.27+.00 3.99+.00 5.00+.003.98+.00 11.114.01) 1.57+.00 2.13+.01 2.81x.02|2.09+.01 4.74x.01
DCRNN  |2.82+.00 3.23+.01 3.74x.01|3.20x.00 8.88+.05|1.36+.00 1.71+00 2.08+.01|1.66+.00 3.76=.01
GWNet 2.72+.01 3.10+.02 3.54+.03|3.06+.02 8.40+.03 |1.31+.00 1.64+.01 1.94+.01|1.58+.00 3.58+.02
FC-GGN |2.72+.01 3.05+.01 3.44+.01{3.01x.00 8.27+.00/1.32+.00 1.63+.01 1.89+.01|1.56+.01 3.51+.03
UG-GGN [2.72+.00 3.10+.00 3.54x.01|3.06+.00 8.40+.04|1.33+.00 1.67+01 1.99+.01|1.61+.01 3.59+.03
SGP 2.69+.003.05+.00 3.45+.00/3.00+.00 8.27+.02/1.30+.00 1.60+.00 1.884+.00|1.54+.00 3.44+.01
Ablations
7N0—Graph 2.84+.00 3.26+.00 3.74%.00|3.222.00 9.20+.01 | 1.341.00 1.68+.00 2.02+.00|1.62+.00 3.67+.01
~FC-Dec. |2.76+01 3.13+01 3.52+.02(3.08+.01 8.63+.11|1.35+.01 1.67+01 1.962.01|1.61+01 3.61+.04
~GC-Dec. |2.77+00 3.17+00 3.63+.00|3.12+00 8.74x.01 |1.324.00 1.65+.00 1.97+.00]1.59+.00 3.60+.01

commenting on the efficiency of SGP compared to the baselines. Approaches
like DCRNN and GraphWaveNet, perform graph convolutions whose time and
space of complexity is O(W (N + |£])), being |E| the number of edges, L the
number of layers (8 in Graph Wavenet), and W the window size. In SGP,
this complexity is completely amortized by the preprocessing step. Similarly,
GatedGN, while being a TTS model, can incur in scalability issues (as shown in
the next experiment). The bottom of Table 8.2 reports results for the ablation
of key elements of the proposed architecture: No-Graph indicates a variant
of the model that does not incorporate the spatial propagation step; FC-Dec.
consider the case where the sparse weight matrix in Equation 8.7 is replaced
by a fully-connected one; GC-Dec.
propagation is limited to the neighbors of order K = 1 and, thus, the decoder
behaves similarly to a single-layer graph convolutional network. Results clearly
show the advantages of the proposed design.

indicates a variant where the spatial

Large-scale experiment Table 8.3 reports the results of the scalability
experiment where we considered only the STGNNSs trained by SGD. We excluded
the full-attention baseline (FC-GatedGN) as its O(N?) complexity prevented
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Table 8.3. Results on large-scale datasets (averaged over at least 3 independent runs).
We report MAE over H -step-ahead predictions, / = {30m, 7h30m, 11h}, together
with timings and memory consumption. * indicates that subsampling was needed to
comply with the memory constraints. Bold numbers are within a standard deviation

from the best average.

Prediction error (MAE) Resource utilization
MODELS
30m 7h30m 11h Batch/s Memory  Batch
DCRNN | 1.39:00 3.34:2: 3.5444s| 2.04:0x 9.63GB 2
Z|GWNet | 145505 5.09:6 5265136 2.0leoz 1164 GB 2
2| UG-GGN| 1.3320s 2.94505 3.12:0a| 84lioo 1146 GB 5
BI=[SGP  [1.09:01 3.14:2 3.16:10 | 116.58:s74 2.21 GB 4096
S| |DCRNN | 1.59+17 41020 4.93+60 | 1.37:00 11.59 GB 1*
= =|GWNet | 165220 6.93e58 7.93207| 772w 1135GB 2
=|UG-GGN | 1.610s 3.25401 3.0440s| 883+ 11.14 GB 1*
SGP 1.09:00 3.06+.11 3.13:15|118.644s35 2.21 GB 4096
DCRNN [0.22:00 0.284.00 0.294.00 | 143102 11.10 GB 2
Z|GWNet | 0.23200 0360 03620 | 241:0:  839GB 1
2| UG-GGN| 0.22:00 0.28:00 0.28:00| 82l:0s 1170 GB 4
2|~ [SGP 0.21:00 0.30:00 0.31:t0 |117.324856 2.21 GB 4096
% DCRNN | 0.23400 0.29:00 0.29:100| 1.13+0: 11.10 GB 1
=|GWNet | 025201 0.38208 0.37e01 | 12620 858GB 1
=| UG-GGN| 022100 0.28+.00 0.29:.00| 87710 11.14 GB 1*
SGP 0.214.00 0.30x00 0.31c0: |115.854160 2.21 GB 4096

scaling to the larger datasets; however, we considered the UG version where
attention is restrained to each node’s neighborhood. Several comments need to
be made here. First of all, batch size has a different meaning for our model and
the other baselines. In our case, each sample corresponds to a single preprocessed
representation (corresponding to a single observation); for the other methods,
a sample corresponds to a window of observations G;_y.; where edges of the
graph are eventually subsampled if the memory constraints could not be met
otherwise. In both cases, the loss is computed w.r.t. all the observations in
the batch. The results clearly show that SGP can be trained efficiently also in
resource-constrained settings, with contained GPU memory usage. In particular,
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Figure 8.3. Training curves on PV-US. The plot shows the average + the standard
deviation of 3 independent runs. The plotted curves are smoothed with a running
average of 8 steps.
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the update frequency (batch/s) is up to 2 order of magnitude higher. Notably,
resource utilization at training time remains constant, while almost all the
baselines require edge subsampling to meet resource constraints. Figure 8.3
shows learning curves for the PV-US dataset, further highlighting the vastly
superior efficiency, scalability, and learning stability of SGP. Finally, results
concerning forecasting accuracy show that performance is competitive with the
state of the art in all the considered scenarios.

8.6 Discussion and future directions

In this chapter, we addressed the problem of scalability in STGNNs, mainly
by introducing SGP, a scalable architecture for graph-based time series fore-
casting. Our approach is competitive with the state of the art in popular
medium-sized benchmark datasets, while greatly improving scalability in large
sensor networks. While in SGP sampling largely reduces GPU memory usage
compared to the other methods, the entire processed sequence can take up a
large portion of system memory, depending on the reservoir size. Nevertheless,
the preprocessing can be distributed, and the preprocessed data stored on disk
and loaded in batches during training, as customary for large datasets. Further-
more, having separate encoding and decoding can be less effective in certain
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scenarios and more reliant on hyperparameter selection compared to end-to-end
approaches. Nonetheless, we believe that SGP has a wide application potential,
and constitutes an important piece for future research on scalable graph-based
forecasting architectures.

Future directions Future work can explore scalable architectures with tighter
integration of the spatial and temporal encoding components and assess per-
formance on even larger benchmarks. One could also consider extensions of
SGP-like architectures to settings where both the edge attributes and the under-
lying graph are dynamic. This could be done, for example, following the TTS
approach introduced in Gao and Ribeiro [2022| which consists of processing
padded sequences of edge attributes with a temporal edge encoder to obtain
a static graph representation. Dimensionality reduction techniques could be
considered to reduce the size of the precomputed representations [Bianchi et al.,
2020c|. Finally, other graph diffusion mechanisms could be considered for the
spatial propagation step, e.g., by considering operators inspired by recent work
on graph convolutions as gradient flows [Di Giovanni et al., 2023].



Chapter 9

Graph-based hierarchical
forecasting

We have shown that the models introduced so far can achieve remarkable results
on several scenarios. Addressing the challenges identified within the thesis
has in fact led to the development of a flexible and mature framework for
correlated time series forecasting. Although the methodology currently appears
perfectly adequate for modeling pairwise dependencies at a fixed spatiotemporal
resolution, it falls short in capturing the input dynamics at multiple spatiotem-
poral scales. This chapter presents a first step toward graph-based methods
enabling the processing of input time series at different level of aggregation
along the spatial dimension. To do so, we exploit ideas for hierarchical time
series forecasting [Hyndman et al., 2011] to hierarchically group time series into
clusters. Each level of the resulting hierarchy, will then correspond to a specific
level of aggregation. In the following, we propose a novel and comprehensive
graph-based framework for hierarchical time series clustering and forecasting.
Our approach unifies hierarchical time series processing, graph pooling oper-
ators, and graph-based neural forecasting methods and results in a learning
architecture for multi-step ahead forecasting operating at different levels of
spatial resolution. Hierarchical and relational dependencies are embedded as
inductive biases into the processing by exploiting neural message passing and
graph pooling operators |Grattarola et al., 2022]. The proposed methodology,
named Hierarchical Graph Predictor (HiGP) can propagate representations
along the hierarchical structure and ensure the coherency of predictions w.r.t. ag-
gregation constraints. In particular, we focus on settings where the hierarchical
structure is not given but learned directly from data.

Section 9.1 discusses hierarchical time series processing, graph pooling
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methods, and related works. Section 9.2 introduces the problem settings and
provides preliminary concepts on hierarchical time series. Section 9.3 presents
the proposed methods, first by assuming the existence of a predefined hierarchy
and then providing a method to learn clusters directly from data. Section 9.4
empirically validate the proposed framework. Section 9.5, then, discusses the
main outcomes of the research and indicates possible future directions.

Reference papers The content of the chapter is partly based on material
from the following papers.

e Andrea Cini, Danilo Mandic, and Cesare Alippi. Graph-based Time
Series Clustering for End-to-End Hierarchical Forecasting. International
Conference on Machine Learning, 2024
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9.1 Hierarchical time series and graph clustering

In most applications, collections of related time series can be organized and
aggregated within a hierarchical structure. One practical example is forecasting
energy consumption profiles which can be aggregated at the level of individual
households as well as at city, regional, and national scales |Taieb et al., 2021].
Similar arguments can be made for forecasting photovoltaic production [Yang
et al., 2017b], financial time series [Athanasopoulos et al., 2020], and the influx
of tourists [Athanasopoulos et al., 2009], to name a few relevant application
domains. By exploiting aggregation constraints, forecasts at different levels can
be combined to obtain predictions at different levels of resolution. Similarly,
coherency constraints can be used to regularize forecasts obtained for the
different levels by considering forecast reconciliation (FR) methods [Hyndman
et al., 2011; Wickramasuriya et al., 2019; Panagiotelis et al., 2023]. Said
differently, constraining forecasts at different levels to “add up” can positively
impact forecasting accuracy. Based on similar ideas, cluster-based aggregate
forecasting methods learn to predict aggregates of clustered time series as an
intermediate step for obtaining forecasts for the total aggregate [Alzate and
Sinn, 2013; Fahiman et al., 2017; Cini et al., 2020]. The idea underlying both
approaches is that combining multiple forecasts reduces variance, an observation
dating back to Bates and Granger [1969]. In particular, FR is a special case
of forecast combinations [Hollyman et al., 2021]. We argue that hierarchical
representations can complement the relational inductive biases used so far to
forecast groups of correlated time series.

Graph pooling and clustering The combination of GDL methods and
hierarchical representations have been considered in the context of static graph
by introducing graph pooling operators [Ying et al., 2018; Grattarola et al., 2022;
Bacciu et al., 2023], i.e., operators that corsen the input graph often by grouping
subsets of nodes Bianchi et al. [2020a|. Graph pooling methods enable GNN
architectures to learn how to cluster nodes and obtain hierarchical, higher-order,
graph representations that can be tailored to the task at hand |Bianchi and
Lachi, 2023]. Yet the application of learnable graph pooling operators and
the combination of hierarchical and relational constraints are underexplored
in graph-based forecasting. HiGP fills this void by unifying graph-based and
hierarchical representations for time series forecasting.
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9.1.1 Related work

Hierarchical forecasting Hierarchical forecasting is a widely studied prob-
lem in time series analysis [Hyndman and Athanasopoulos, 2018; Hyndman
et al., 2011|. The standard approach consists of obtaining (possibly independent)
forecasts for (a subset of) the time series in the hierarchy in a first stage and
then, in a separate step, reconciling and combining them to obtain (possibly
coherent) predictions for the full hierarchy [Hyndman et al., 2011; Ben Taieb
and Koo, 2019; Wickramasuriya et al., 2019]. In particular, MinT [Wickra-
masuriya et al., 2019] allows for obtaining optimal reconciled forecasts given
a set of unbiased H-step-ahead predictions and the covariance matrix of the
associated residuals. Analogous reconciliation methods have also been developed
for probabilistic forecasts [Wickramasuriya, 2023; Taieb et al., 2017; Corani
et al., 2021]. End-to-end methods have been instead proposed in the context of
deep learning for time series forecasting by exploiting the hierarchical structure
either as a hard [Rangapuram et al., 2021; Zhou et al., 2023; Das et al., 2023| or
soft constraint [Paria et al., 2021; Han et al., 2021]. Notably, Rangapuram et al.
[2021] incorporate the reconciliation step within the neural architecture as a
differentiable convex optimization layer [Agrawal et al., 2019] and obtain proba-
bilistic forecasts by MC sampling. None of these methods consider relational
dependencies among and within the levels of the hierarchical structure.

Hierarchical graph-based architectures Graph pooling operators have
been widely studied in GNN models for i.i.d. data [Grattarola et al., 2022;
Bianchi and Lachi, 2023, but their application to time series data has received
limited attention. Dense trainable pooling methods [Ying et al., 2018; Bianchi
et al., 2020a; Hansen and Bianchi, 2023| learn soft cluster assignment regularized
by considering the graph structure. Sparse approaches, instead, produce hard
cluster assignments usually learned by exploiting both the graph structure
and a learned ranking on the nodes |Bacciu et al., 2023; Gao and Ji, 2019].
Finally, non-trainable methods exploit a clustering of the nodes performed
independently from the trained model [Bianchi et al., 2020b; Dhillon et al.,
2007]. Pyramidal graph-based architectures have also been exploited in reservoir
computing [Bianchi et al., 2022]. Rangapuram et al. [2023] have used GNNs
to propagate representation in temporal hierarchies. Concerning STGNNS,
hierarchical representations have been exploited in specific domains such as
traffic analytics [Yu et al., 2019; Guo et al., 2021a; Hermes et al., 2022], air
quality monitoring [Chen et al., 2021b], financial time series [Arya et al.,
2023], and pandemic forecasting [Ma et al., 2022]. In particular, Yu et al.
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[2019] propose a spatiotemporal graph U-network [Gao and Ji, 2019] where
representations are pooled and then un-pooled to obtain a hierarchical processing
of the time series. However, most of the above methods rely on fixed cluster
assignments; furthermore, none of them directly address the hierarchical time
series forecasting problem by optimizing predictions at each level of the hierarchy
to learn cluster assignments and taking into account coherency constraints.

9.2 Preliminaries

This section introduces preliminary concepts and provides the problem settings.

9.2.1 Operational settings

We consider the framework introduced in Chapter 3, but focus on univariate time
series. We also assume that simple scalar weights constitute edge attributes. In
particular, we consider a N univariate observations X; € RV*! at each time step
t, with associated exogenous variables U, € RV*%: to simplify the notation
we assume static attributes V' to be concatenated to exogenous variables
U, € RV*4u at each time step. We also assume pairwise relationships among
time series to be encoded by a static weighted adjacency matrix A € R¥*Y (and
associated edge weights £); extensions beyond these settings are relatively
straightforward. As usual, we focus on the multi-step time series forecasting
problem and point predictors.

Reference model As a reference model family F( - ;0), we consider a TTS
model (see Section 3.3.4) paired with local learnable node embeddings Q €
RN*ds (Chapter 5) where the input time series are processed by a temporal
encoder followed by a stack of MP layers such that

hy® = SEQENC (Z}_y.p Uiy, ') »
H{"' = MP,(H}, ). ©-1)

Note that in this chapter we used subscripts to denote the layer while superscripts
refer to the level of the hierarchy (see the next sections). Predictions can then
be obtained by using any decoder, e.g., an MLP as

&,y = MLP (hi’L> . (9.2)
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Figure 9.1. Example of hierarchical time series from [Hyndman and Athanasopoulos,
2018].

9.2.2 Hierarchical time series

In the hierarchical setting, the set of raw time series is augmented by con-
sidering additional sequences obtained by progressively aggregating those at
the level below, thus building a pyramidal structure. In particular, bottom
observations (raw time series) are denoted as Y,” = X, while ;¥ € RM:x1,
with k& > 0, indicates values of Ny, series obtained by aggregating (e.g., summing
up) a partition of Yt(kfl). The full collection of both raw and aggregated
observations is denoted by matrix Y; € RM*! with N, = Zf:_ol Ny, obtained
by stacking the Y;(k) matrices vertically in decreasing order w.r.t. index k. In
general, the level of the hierarchy is denoted as a superscript between paren-
theses. The aggregation constraints can be encoded in an aggregation matrix
C € {0,1}Ne=N)XN quch that the i-th aggregate time series can be obtained as
Yyt = Zjvzl cl-ja:{, i.e., by summing the bottom-level observations given the
hierarchical constraints'. Given the above, the following relationships hold:

C

Y;:{I}Xt, MY,=[I|-C]Y:=0, (9.3)

where I indicates an identity matrix of appropriate dimensions and | the matrix
concatenation operator. Figure 9.1 provides an example of a time series hierarchy
with the associated aggregation matrix. A forecast Y, is said to be coherent if
the equality constraints in Equation 9.3 holds, i.e., if M l?t = 0. As discussed
in the following, learning to forecast time series at different resolutions can act
as an effective regularization mechanism, even when the hierarchical structure
is not predefined.

I'Note that superscript i + N does not refer to the level of the hierarchy but to the i-th
element of the entire flattened collection Y;.
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Figure 9.2. Time series with a hierarchical relational structure. (Left) Graphical
representation of hierarchical time series with graph-side information; SRC operators
allow for modeling relationships among the time series in the hierarchy. (Right) Pyra-
midal graph encompassing both hierarchical and relational dependencies; each pair
of levels constitutes a bipartite graph.

9.3 Graph-based hierarchical clustering and fore-
casting

This section presents our approach to graph-based hierarchical time series fore-
casting. We start by discussing how to incorporate the hierarchical structure of
the problem into a graph-based neural architecture (Section 9.3.1); then, we fo-
cus on our target setting and show how the hierarchical structure can be directly
learned from data by exploiting trainable graph pooling operators (Section 9.3.2).
Finally, we introduce an appropriate forecasting reconciliation mechanism to
obtain forecasts coherent w.r.t. the learned hierarchy (Section 9.3.3).

9.3.1 Graph-based hierarchical forecasting

Embedding the hierarchical structure into the processing requires defining proper
operators. In particular, we aim at designing a pyramidal processing architecture
where each layer corresponds to a level of the time series hierarchy and has
its own topology, related to those at the adjacent layers by the hierarchical
structure. To obtain such processing, operators have to be specified to control
how information is propagated among and within the levels of the hierarchy; we
exploit the connection to graph pooling for defining such operators within the
select, reduce, connect (SRC) framework [Grattarola et al., 2022]. In particular,
we use SRC building blocks as a high-level formalization of the operators
required to perform clustering, aggregation, and graph rewiring at each level
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of the hierarchy. The three operators are defined as follows, by indicating as
Ht(k) € RNexdn g feature matrix corresponding to representations at the k-th
level of the hierarchy.

Select The selection operator SEL( - ) outputs a mapping from input nodes into
supernodes (i.e., clusters) given by the aggregation constraints at each
level. The mapping can be encoded in a selection matrix SEL(Ht(k), )=
Sk € {0, 1}Ve-12Ne where s,; is equal to 1 if and only if the i-th time series
at level k — 1 is mapped to the j-th aggregate at the k-th level. If the
hierarchy is predefined, then the selection mechanism is given; conversely,
learning a selection matrix is the key challenge for designing an end-to-end
architecture and will be discussed in Section 9.3.2.

Reduce (and Lift) The reduction function RED( - ) aggregates node features
and propagates information from the k-th level to the adjacent upper
level in the hierarchy. Reduction can be obtained by summation, i.e.,
RED(H" ™V, 8k)) = S(k)THt(k_l), but other choices are possible. In
practice, reduction is used in HiGP to propagate information along the
pyramidal structure by aggregating node representations and implement-
ing an inter-level MP mechanism (see Equation 9.6). Similarly, we define
the [ift operator as LIFT(Ht(kH), Sk = S(k)Ht(kH), l.e., as an upsam-
pling the pooled graph to the original size obtained by mapping each
supernode back to the aggregated nodes.

Connect The connect operator CON( - ) defines how the topology of the input
graph is rewired after each aggregation step. There are several possible
choices; we consider the rewiring where each pair of supernodes is con-
nected by an edge with a weight obtained by summing weights of the edges
from one subset to the other, i.e., CON(S®) AK*-1D) = Sk At=1) gk)
where A% indicates the adjacency matrix w.r.t. k-th level.

These operators can be used to design neural processing architectures to match
the inductive biases coming from the hierarchical structure. Figure 9.2 provides
a graphical illustration of how these operators can be used to implement a
hierarchical processing architecture. In particular, the figure shows subsequent
applications of the selection, reduction and connection operators allow for
operating on a progressively coarser graph structure accounting for higher-order
dependencies. By exploiting the introduced operators, we can move from the
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reference architecture in Equation 9.1 to a hierarchical TTS model operating as

hgk)’i’o = SEQENC(k) <y§ﬁ)‘;f,:t, uiﬁ){;,:t, q(k)’i> , Temporal enc. (9.4)

Zt(k)’l = MPl(k) <Ht(k)’l, S(k)> , Intra-level prop. (9.5)

J

~~

Rep(F) Lirr(*)

I‘It(k)’lJrl = UPl(k) (Zt(k)’l, S(k)TZt(kil)’l, S(k)Zt(k+1)’l ) . Inter-level prop. (9.6)

Equation 9.4 to 9.6 need further consideration to be fully appreciated. Matrix
Ht(k)’l indicates here representations w.r.t. the ¢-th time step obtained at the
[-th MP layer for time series at the k-th level of the hierarchy (note the
distinction between layers of MP and levels of the hierarchy). Compared to
the model in Equation 9.1, the hierarchical constraints add further structure to
the processing. As shown in Equation 9.4, each time series is at first encoded
along the temporal dimension by an encoder which can be either shared or
different for each aggregation level. Then, representations are processed by a
stack of layers propagating information within and among levels. As shown in
Equation 9.6, the representations are updated at each step by an update function
UPl(k)( -) (e.g., an MLP) taking as an input (1) the output ZM of an MP
layer w.r.t. the graph topology at the k-th level (Equation 9.5), (2) aggregated
features from the level k£ — 1 and (3) the features corresponding to each node’s
supernode obtained by lifting Ht(kﬂ)’l. Learnable parameters may optionally
be shared among the different levels of the hierarchy. Final predictions, as in
the reference architecture, can be obtained by using an arbitrary readout, i.e.,
a standard MLP as

Gy = MLP® (hﬁk)’i’L> (9.7)

and by training the model to minimize the forecasting error w.r.t. all the time
series and time steps, i.e.,

=

-1

ﬁ(ﬁ:t—&-fb 1ft:t—&-H) = € (i}t(th)rH7 Yt(fiH) . (98)
0

B
Il

Note that the model is trained to make predictions for each level of the hierarchy
at once. Representation at the different levels can capture patterns at different
spatial scales, less apparent at fine-grained resolutions. Indeed, the aggregation
and pooling operators increase the receptive field of each filter at each level of
the hierarchy. Discussion on how to further regularize predictions given the
hierarchical structure is postponed to Section 9.3.3.
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9.3.2 End-to-end clustering and forecasting

Learning a hierarchy and, consequently, a cluster-based forecasting architec-
ture translates into learning a (differentiable) parametrization of the selection
operator. For this task, we provide a general probabilistic framework, based
on modeling cluster assignments as realizations of a parametrized categorical
distribution. Then, we briefly discuss the applicability of standard graph pooling
methods from the literature at the end of the section.

End-to-end clustering Similarly to popular dense trainable graph pooling
operators [Bianchi et al., 2020a; Ying et al., 2018|, we parametrize the selection
operator with a score matrix ® € RM-1*Nr agsigning a score ¢;; to each
node-cluster pair. However, differently from previous works, we interpret such
scores as (unnormalized) log-probabilities, such that

k—1 — —
o1 = 7, (Y5, A%, QUY)
51T

S® ~ p(s™ = 1) = P
Zje w7

¥

(9.9)

where 7 is a temperature hyperparameter, while Fy( - ) indicates a generic
trainable function with trainable parameters 7). The conditioning on the input
window Ytﬂ;,lz can be dropped to obtain static cluster assignments; furthermore,
depending on the dimensionality of the problem, the score matrix might also be
parametrized directly as ® = 1. Node embeddings and aggregates for the k-th
level are then obtained through the reduction operator as Q¥) = § (k)TQ(kfl)
and Yt(k) = S(k)TY;(k_l), respectively. To differentiate through the sampling
of 8®) we use the Gumbel softmax reparametrization trick [Jang et al., 2017;
Maddison et al., 2017| followed by a discretization step to obtain hard cluster
assignments via the straight-through gradient estimator [Bengio et al., 2013].
In practice, 7 is set to 1 at the beginning of training and is exponentially
decayed towards 0 at each training step. The above discretization step avoids
soft cluster assignments that could lead to degenerate solutions given the loss
in Equation 9.8. Uniform soft assignments are indeed likely to minimize the
variance of the aggregate time series and thus the prediction error at levels
k> 0.

Graph-based regularization To take the graph structure into account
when learning the assignments, we exploit the min-cut regularization introduced
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by Bianchi et al. [2020a], i.e., we add to the loss the term

Lo (Sh, A1) = (9.10)
Tr (S,Sk)TAv(k‘l)S,gk)) ‘ S g I

|51 50, VAR,

T ~

Tr (sﬁ’“) D(k—l)Sff“))

where D®*1 is the degree matrix of A*=D = D=3 A~V D=2 (i.e., of the sym-
metrically normalized adjacency matrix) and Sfﬁ) = softmax(cb(k)). The first
term in the equation is a continuous relaxation of the min-cut problem [Dhillon
et al., 2004| incentivizing the formation of clusters that pool together connected
components of the graph; the second term helps in preventing degenerate
solutions by favoring orthogonal cluster assignments [Bianchi et al., 2020a].

Training procedure The training objective identified in Equation 9.8 entails
that the cluster assignments are learned to minimize the forecasting error w.r.t.
both the bottom time series and aggregates. As a result, time series are clustered
s.t. aggregates at all levels are easier to predict, thus providing a meaningful
self-supervised learning signal. Intuitively, a signal will be easier to predict if
characterized low intra-cluster variance. At the same time, different levels in
the hierarchy will benefit from reading information from diverse supernodes,
thus favoring a high inter-cluster variance.

Alternative pooling operators Besides the clustering method described
here, HiGP is compatible with any graph pooling approach from the litera-
ture (see Grattarola et al. 2022). In particular, one might be interested in
exploiting non-trainable graph pooling operators that obtain cluster assign-
ments based on the graph topology only. The latter option becomes particularly
attractive when obtaining predictions w.r.t. particular sub-graphs, or localized
within specific connected components of the graph topology, is relevant for
the downstream application. We discussed a selection of appealing methods
from the literature in Section 9.1.1 and refer to Grattarola et al. [2022] for an
in-depth discussion.

9.3.3 Forecast reconciliation

As mentioned in Section 9.1, FR allows for obtaining coherent forecast w.r.t.
the hierarchical constraints (Equation 9.3). Furthermore, FR can often have a
positive impact on forecasting accuracy as reconciled forecasts are obtained as a
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combination of the predictions made at the different levels [Hollyman et al., 2021].
We follow Rangapuram et al. [2021] and embed a (differentiable) reconciliation
step within the architecture as a projection onto the subspace of coherent
forecasts.

Forecast reconciliation Given (trainable) selection matrices U, ... S
for each level of the hierarchy, the M matrix (see Equation 9.3) can be obtained
as

M= M _C} - (9.11)
=[] - [T s T 500 | | s ).

Then, raw predictions IAQ can be mapped into reconciled (coherent) forecasts Y,
through a projection onto the space of coherent forecasts (i.e., the null space of
M). The projection matrix can be computed as

P=I-M"(MM")" M, Y, = PY,, (9.12)
where P is obtained by solving the constrained optimization problem ming||Z —
2H2 s.t. MZ = 0. Model parameters are then learned by minimizing the
loss L = LY,Y)+L(Y,Y)+ A(Y,Y) where we omitted the time indices.
Note that minimizing the regularization term L(Y, }/}) is equivalent to mini-
mizing the distance between IAG:H g and the space of coherent forecasts. Unfor-
tunately, computing the inverse of M M7 incurs the cost O(N;’) in space and
(’)(N;) in time, which can be prohibitive for large time series collections. How-
ever, the solution is still practical for up to a few thousand nodes (most practical
applications), and the regularization term, computed as £79(Y", \) = A| MY ||,
can be used in the other cases as the only regularization. The above FR method
can be seamlessly integrated into our end-to-end forecasting framework, however,
many possible alternatives could be considered here. The design of ad-hoc rec-
onciliation methods for graph-based predictors is a promising research direction
for future works (see Section 9.5).

9.4 Empirical results

HiGP is validated over several settings considering the forecasting benchmarks
introduced in Chapter 4. Note that in these datasets, there is no predefined
hierarchical structure to start with. In particular, we focus on validating of the
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proposed end-to-end clustering and forecasting architecture against relevant
baselines and state-of-the-art architectures. We then provide a qualitative
analysis of the learned time series clusters on datasets coming from sensor
networks. Additional details and results are provided in Appendix I and the
reference paper [Cini et al., 2024].

9.4.1 End-to-end hierarchical clustering and forecasting

The empirical evaluation was set up by considering the benchmark datasets
introduced in Chapter 4 (METR-LA, PEMS-BAY, AQI, and CER-E) and
the following baselines.

Baselines To carry out meaningful comparisons we consider the reference
TTS architecture (see Equation 9.1) obtained by stacking an node-wise temporal
encoder implemented by an RNN, two GNN layers, and an MLP readout as

RNN[dh] — MP[dh] — MP[dh] — FC[dh] — LIN[H]

where MP indicates a generic message-passing block, FC indicates a dense fully
connected layer, and LIN(H) is a linear layer with an output size corresponding
to the forecasting horizon. The number of neurons in each layer is indicated
as dj. Learnable node embeddings (Chapter 5) are concatenated to the input
before both the recurrent encoder and after the MP layers. We compare the
performance of different MP schemes commonly used in state-of-the-art graph-
based forecasting architectures. In particular, the considered alternatives include
the standard graph convolution (GConv-TTS, Kipf and Welling 2017), the
bidirectional diffusion convolution operator (Diff-T'TS, Li et al. 2018), a more
advanced gated MP scheme (Gated-TTS, Cini et al. 2023c), and a hierarchical
Graph U-Net (GUNet-TTS, Gao and Ji 2019). We use a standard GRU [Cho
et al., 2014] as sequence encoder for all the baselines. Finally, we denote by FC-
RNN the baseline which considers the input sequences as a single multivariate
time series and by RNNN the global univariate model. The number of neurons
dy, is selected for each dataset on the validation set (more details in Appendix I),
while the other hyperparameters are kept fixed among baselines (see Cini
et al. [2024]). The HiGP-TTS model is implemented following the above
template and Equation 9.4-9.6. Notably, the only architectural differences
w.r.t. the baselines is the addition of a hierarchical propagation step after
each MP layer and the addition of separate readouts for each level of the
hierarchy. HiGP is trained end-to-end as to minimize the forecasting error
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Table 9.1. Forecasting performance on benchmark datasets (5 runs). Best result in
bold, second best underlined.

MODELS METR-LA PEMS-BAY CER-E AQI
MAE MRE (%) MAE MRE (%)| MAE MRE (%)| MAE MRE (%)
RNN 3.543+.005 6.134+.008 | 1.773+.001 2.839+.001 | 4.57+.00 21.65+.01 | 14.00+.03 21.84+.05

FC-RNN 3.566+.018 6.174+.031 | 2.305+.006 3.690+.009 | 7.13+.02 33.77+11 | 18.33+.11 28.59+.18
GConv-TTS | 3.071+.00s 5.317+.015 | 1.584+.006 2.536+.000 | 4.12+.02 19.50+.08 | 12.30+.02 19.20+.03
Diff-TTS 3.012+£.005 5.214+.008 | 1.569+.004 2.512+.006 | 4.11x.02 19.47+11 | 12.24+04 19.10+.05
Gated-TTS | 3.027+.00s 5.240+.013 | 1.582+.006 2.533+.000 | 4.13x.01 19.54+.06 | 12.07+.02 18.83+.03
GUNet-TTS | 3.057x.016 5.2921.028 | 1.575+.006 2.522+.010 | 4.08+.02 19.32+.10 | 12.25+.03 19.11+.05

HiGP-TTS (C)| 3.034+.00s 5.253+.013 | 1.567+0.005 2.508+0.008 | 4.11+.07 19.454.34 | 12.13+.02 18.92+.04
HiGP-TTS (D)| 3.009+.005 5.209+.008 [1.566+.005 2.506+.008| 4.12+.06 19.49+.30 | 12.10£.01 18.88+.02
HiGP-TTS (G)|3.007+.000 5.205+.016| 1.568+.00s 2.510+.013 |4.05+.01 19.20+.0312.02+.04 18.75+.06

w.r.t. the aggregates corresponding to the learned clusters. For this experiment,
we use a static learnable hierarchical structure with 3 levels consisting of raw
time series at the bottom, 20 supernodes in the middle level, and the total
aggregate as the single time series at the top level. Selection matrices are
learned directly by parametrizing the associated log-probabilities with tables of
trainable parameters.

Results Table 4.3 show the results of the extensive empirical evaluation. We
report HiGP forecasting accuracy w.r.t. 3 different MP schemes; in particular,
(C), (D), and (G) indicate respectively the standard graph convolution, the
diffusion convolution operator and the gated MP operator cited above. HiGP
variants are among the best-performing methods in all the considered settings.
Notably, hierarchical forecasting does not only act as self-supervision to learn
cluster assignments but also provides a positive inductive bias that results — on
average — in improved forecasting accuracy w.r.t. the flat architectures. Con-
versely, the GUNet baseline provides a comparison with a standard hierarchical
MP architecture which, in this case, underperforms.

Comparison against the state of the art Next, we perform an addi-
tional experiment by taking advantage of the popularity of METR-LA and
PEMS-BAY as traffic forecasting benchmarks and compare HiGP against spe-
cialized state-of-the-art architectures. We consider the following baselines: 1)
DCRNN |[Li et al., 2018], i.e., a recurrent introduced in Chapter 4; 2) Graph
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Table 9.2. Results on traffic datasets (5 runs). Best results in bold, second best
underlined.

MAE
15 min. 30 min. 60 min.
DCRNN 2.82+00 3.23:t01 3.T4+m
GWNet 2.72+01 3.10x02 3.54+.03
Gated-GN 2.72+01 3.05+01 3.44+.01
SGP 2.69+.00 3.05+00 3.45+.00
HiGP (T) 2.68+.01 3.02:1.01 3.40+.01
No rel. prop. | 2.80+01 3.14+01  3.47+.02
No hier. prop. | 2.68+.01 3.03102 3.43+.02

DCRNN 1.36£00 1.71+00 2.08+.01
GWNet 1.31400 1.64+01 1.94+0
Gated-GN 1.32+00 1.63:t01 1.89:+m
SGP 1.30+.00 1.60+.00 1.88+.00
HiGP (T) 1.3100 1.61+00 1.87<+.00
No rel. prop. | 1.32+00 1.63+00 1.88+.01
No hier. prop. 1.31400 1.63+00 1.89+.00

MODELS

METR-LA

PEMS-BAY

WaveNet (GWNet), i.e., the already mentioned popular T&S graph convolu-
tional model introduced by Wu et al. [2019]; 3) Gated-GN |[Satorras et al.,
2022| the a gated MP architecture operating on a fully connected graph (see
also Section 8.5); 4) SGP [Cini et al., 2023a], i.e., the scalable architecture
exploiting a randomized spatiotemporal encoder as presented Chapter 8. In
this context, we tuned the HiGP architecture by simply adding residual connec-
tions and using a deeper MLP decoder; the tuned architecture is denoted as
HiGP (T). The simulation results for multi-step-ahead forecasting in the traffic
datasets, provided in Table 9.2, show that HiGP can achieve state-of-the-art
forecasting accuracy. Additionally, the same table reports an ablation study of
the proposed architecture. In particular, we consider two variants of the model:
the first is characterized by the removal of all the MP layers, while the second
does not perform any propagation of the learned representations through the
learned hierarchy. Results show that both aspects have a significant impact on
forecasting accuracy.
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(b) AQI dataset.

Figure 9.3. Hierarchical cluster assignments learned by HiGP on 2 benchmark datasets.
The models have been trained with a 5-level hierarchy. The figure shows, from left
to right, the median for the clusters corresponding to levels from 1 to 3. The shaded
areas correspond to 0.6 and 0.4 quantiles.

9.4.2 Cluster analysis

We analyze clusters extracted by HiGP on the CER-E and AQI datasets.
Ideally, we would like to cluster customers w.r.t. their consumption patterns
in the first case, and to partition air quality monitoring stations w.r.t. their
dynamics and spatial location in the second. As discussed in Section 9.3.2,
HiGP learns the cluster assignments by minimizing the forecasting error at
each level of the hierarchy end-to-end. This form of self-supervision rewards,
then, the formation of clusters resulting in aggregates that are easy to predict.
At the same time, clusters are formed by taking the graph structure into
account (Equation 9.10). We configure HiGP to learn 3 hierarchical cluster
assignments and show the result of the procedure in Figure 9.3. In both scenarios,
HiGP extracts meaningful clusters with aggregates exhibiting different patterns.
Notably, each level corresponds to progressively smoother dynamics.
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9.5 Discussion and future directions

We introduced the Hierarchical Graph Predictor, a methodological framework
unifying relational and hierarchical inductive biases in deep learning archi-
tectures for time series forecasting. HiGP has been designed to learn hard
cluster assignments end-to-end, by taking the graph structure into account and
minimizing the forecasting error w.r.t. the resulting aggregates and bottom-level
time series. Performance on relevant benchmarks supports the validity of the
approach which, as we show, can also learn meaningful hierarchical cluster
assignments.

Future directions As we discussed, we believe that methods like HiGP, able
to operate at different scales, have the potential of enabling new powerful graph-
based time series processing architectures. There are many possible extensions
to the model presented here, which can be seen as a starting point for several
specific studies and research directions. Future works might focus more on the
clustering aspect and investigate additional auxiliary objectives to provide more
supervision to the procedure. Alternative reconciliation strategies should be
assessed as well, together with their impact on the learned cluster assignments
and forecasting accuracy. Future research could also apply HiGP-like methods
to settings where the hierarchical constraints are predefined. Finally, extensions
of the framework to multivariate, heterogenous, and irregularly sampled time
series [Marisca et al., 2024] would make the approach applicable to additional
relevant and practical application domains. We refer to Chapter 10 for additional
discussion on how methods operating at adaptive spatiotemporal resolution
might constitute a relevant topic for future research in the field.



148 9.5 Discussion and future directions




Chapter 10

Conclusion

In this research, we introduced a novel framework under which graph deep
learning forecasting models can be designed, understood, and deployed to
tackle real-world applications Cini et al. [2023b]. In particular, in Chapter 2
and 3, we proposed a comprehensive methodology for correlated time series
forecasting based on graph representations and graph neural networks [Cini
et al., 2023b|. In specifying the framework, we discussed available design choices
and their implications, providing guidelines to the practitioner. Chapter 4,
then, introduced benchmark datasets and empirically evaluated a selection of
reference architectures.

Chapter 5 introduced and discussed hybrid global and local forecasting mod-
els [Cini et al., 2023c|. In particular, we identified learnable node embeddings
as a methodology to effectively and efficiently design such architectures. We
then discussed how to structure the learning of such embeddings and the impact
of regularizations in transfer learning scenarios. Our work in this direction
provides necessary and key methodologies for the understanding and design of
effective graph-based predictors.

We pioneered several GDL methodologies for missing data imputation and
tackled the processing of irregular time series and sparse observations [Cini et al.,
2022b; Marisca et al., 2022; De Felice et al., 2024]. In Chapter 6, we discussed
the problem and introduced GRIN and SPIN, novel approaches to time series
imputation exploiting graph representations and relational inductive biases.
Compared to state-of-the-art baselines, our approach offers higher flexibility and
achieves better reconstruction accuracy on a wide range of relevant benchmarks.

In Chapter 7, we proposed a comprehensive framework for learning graph
distributions from correlated time series [Cini et al., 2023d|. In particular,
we introduced variance-reduced score-based gradient estimators allowing for

149
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keeping message-passing computations sparse throughout the training and
inference phases. Empirical results validate the effectiveness of the methodology
in controlled environments and benchmark data.

Chapter 8 introduced SGP, a scalable architecture for graph-based time series
forecasting based on training-free randomized encoder [Cini et al., 2023a]. SGP
is competitive against the state of the art, while greatly improving scalability
to processing data coming from large sensor networks.

Chapter 9 introduced HiGP, a methodology unifying relational and hierarchi-
cal inductive biases in deep learning architectures for time series forecasting [Cini
et al., 2024]. HiGP clusters and forecasts input time series at different levels of
spatial resolution.

The next section presents relevant topics for future research in the field.

10.1 Future directions

We identify a selection of promising future research directions which, we believe,
have the potential to widen the applicability of graph-based forecasting models.

Spatial and temporal hierarchies HiGP is one of the first examples of
a model that can operate on aggregate representations and multiple spatial
resolutions (see Chapter 9). Future research could focus on taking advantage of
the spatiotemporal structure of the data to process observations at different
scales both in time [Athanasopoulos et al., 2017] and in space [Hyndman et al.,
2011|. There have been several deep learning methods for hierarchical time
series forecasting [Rangapuram et al., 2021, 2023; Challu et al., 2023; Zhou
et al., 2023; Han et al., 2021], but only a few (e.g, [Marisca et al., 2024]) exploit
this framework in the context of grpah-based representations. Future works
should investigate methodologies to process spatiotemporal time series in an
integrated and hierarchical fashion across both time and space while accounting
for the coherency of the associated forecasts.

Continuous space-time models Continuous time (and/or space) models
based on differential equations have become popular in deep learning [Lu
et al., 2021; Chamberlain et al., 2021; Kovachki et al., 2023; Gravina et al.,
2023|. Approaches operating in continuous time are particularly appealing
when dealing with irregularly sampled data [Shukla and Marlin, 2020; Chen
et al., 2018a; Kidger et al., 2020]. Rubanova et al. [2019] pioneered research
of these methods in time-series applications. Graph-based approaches have
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been recently adopting analogous approaches to modeling dynamic relational
data [Huang et al., 2021; Fang et al., 2021; Choi et al., 2022; Jin et al., 2022; Liu
et al., 2023d; Luo et al., 2023; Gravina et al., 2024a]. Particularly related to our
work, Gravina et al. [2024b| propose a continuous time model exploiting GNNs
to learn ODEs for modeling irregularly sampled correlated time series. Future
works should address the design of unifying frameworks for continuous space-
time modeling. In particular, models that process space and time continuously
in an integrated fashion should be further explored.

Probabilistic forecasts and uncertainty quantification While we fo-
cused on point predictions, deep learning methods have been widely applied to
probabilistic forecasting [Salinas et al., 2020; Wen et al., 2017; Rangapuram
et al., 2018; Gasthaus et al., 2019; de Bézenac et al., 2020]. One can in principle
exploit (most of) such methodologies to make STGNNs output probabilistic
predictions. In this regard, Wu et al. [2021a] carry out a study of several
standard uncertainty estimation techniques in the context of spatiotemporal
forecasting. However, while specialized probabilistic STGNN architectures
exist (e.g, Pal et al. [2021]; Chen et al. [2021a]), the topic is underexplored [Jin
et al., 2023b]. To fill this void, future research should further explore the use
of relational inductive biases to obtain calibrated probabilistic forecasts and
uncertainty estimates.

10.2 Final remarks

This thesis offers a foundation for future research to build on and plenty of re-
sources for practitioners to design effective and scalable graph-based forecasting
architecture. The main outcome of the thesis is a set of graph deep learning
methods aimed at enriching modern time series forecasting practices. Empirical
results on benchmark data show the remarkable potential of the technology.

The methodology is sound and the foundations of the framework are now
solid. Research carried out so far offers the support needed to bridge the gap
with the real world and enables the design of forecasting architectures targeting
practical, high-impact, applications.
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Appendix A

Torch Spatiotemporal

Torch
Spatiotemporal

Figure A.1. Torch Spatiotemporal logo.

In the context of the thesis, we developed Torch Spatiotemporal (TSL) [Cini
and Marisca, 2022, a library for prototyping graph deep learning models for
processing time series collections. We provide an overview of its main func-
tionalities and refer to the official documentation' for more details. Figure A.1
shows the logo of the library.

Data handling and preprocessing TSL offers utilities for handling and
preprocessing collections of time series. In particular, we implemented ad-hoc
modules to allow for easy loading and batching of the data together with the
associated relational information. TSL adopts and implements the graph-based
framework and representation introduced in Section 3.1.

Model prototyping and training TSL builds upon PyTorch [Paszke et al.,
2019] and PyTorch Geometric (PyG) [Fey and Lenssen, 2019] and provides
utilities for enabling fast prototyping of STGNNs following as described in

'https://torch-spatiotemporal.readthedocs.io/en/latest/
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Chapter 3, allowing for easily implementing custom STMP lyers. Additionally,
TSL relies on the PyTorch Lightning framework [Falcon and The PyTorch
Lightning team, 2019] for training and inference pipelines.

Benchmarks and baselines TSL includes several benchmark detasets and
baselines from the state of the art (e.g., see Chapter 4). This allows to accelerate
research on the topic dramatically, as it enables the researcher to quickly go
from prototyping a model to comparing it against validated implementations of
reference architectures on plenty of datasets.

A.1 Related work

PyG [Fey and Lenssen, 2019| is the most widely used library for developing
GNNs. As the name suggests, PyG is based on PyTorch [Paszke et al., 2019]
and offers utilities to process both static and temporal relational data as
well. Specialized libraries that implement models from the temporal graph
learning literature also exist [Rozemberczki et al., 2021]. For what concerns
deep learning for time series processing, the PyTorch ecosystem offers several
options such as GluonTS [Alexandrov et al., 2020], PyTorch Forecasting?, Neural
Forecast [Olivares et al., 2022| and BasicTS [Liang et al., 2022a].

Zhttps://github.com /jdb78 /pytorch-forecasting
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Appendix B

Performance metrics

In this appendix we report formulas to compute the metrics used throughout
the thesis w.r.t. collection of (possibly multivariate) time series. For additional
discussion on mrtrics to evaluate point forecasts we refer to Hyndman and
Koehler [2006] and Gneiting [2011].

Mean absolute error (MAE) The mean absolute error is an scale-dependent
metric computed as

N
MAE (Xpor, Xeasr) = o D D (B.1)

Prediction minimizing the MAE are point forecasts of the median.

Mean squared error (MSE) The mean squared error is an scale-dependent
metric computed as
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Prediction minimizing the MSE are point forecasts of the mean.

Mean absolute percentage error (MAPE) The mean absolute percentage
error is a scale-independent metric computed as

—~ 100 =2 X |20, — 2
MAPE Xz, Xeayr) = 7 D3 | ZH—H7 (B:3)
T—O i= T

While the MAPE as the advantage of being scale-independent, its calculation
can be problematic if any value within the considered time series is (close to) 0.
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Mean relative error (MRE) The mean relative error (also known as
weighted average percentage error — WAPE) is a scale-independent metric
computed as

¥ . Zz]il ZZ;(}Hi%-i-T - w§+rH1
MRE (X7, X ) = 1005152 e . (B4
Dic1 2o 111

The advantage of MRE compared to MAPE is that it is less likely to result in
an undefined behavior if values of the target variables are close to 0.



Appendix C

Experimental setup

Benchmarks and baselines have been developed in Python [Van Rossum and
Drake, 2009| by relying on TSL [Cini and Marisca, 2022 and the following
open-source libraries.

PyTorch |Paszke et al., 2019];

PyTorch Lightning [Falcon and The PyTorch Lightning team, 2019];
PyTorch Geometric [Fey and Lenssen, 2019

numpy [Harris et al., 2020];

scikit-learn [Pedregosa et al., 2011];

Neptune [neptune.ai, 2021].

In addition to making TSL available for anyone, the code to reproduce the

experiments carried out in the thesis has been open-sourced and the associated
links can be found in the reference papers.

157



158




Appendix D

Appendix to Chapter 4

D.1 Additional details on the experimental setup

We provide additional details on the experimental settings for the results
presented in Chapter 4. In particular, we report a detailed description of the
reference architectures and additional details on the selected hyperparameters.

D.1.1 Reference architectures

The reference STGNNs architectures follow the template given in Section 3.3.3.
For all the baselines, the ENCODER is implemented a simple linear layer, while
we use an MLP with a single hidden layer for the DECODER. T'TS architectures
consists in a GRU followed by 2 layers of message passing. RNN+IMP use the
isotropic MP operator defined in Equation 3.4, while RNIN+AMP relies on
the anisotropic operator of Equation 3.5-3.6. In T&S models, instead, we use a
GRU where gates are implemented by using MP layers (see Equation 3.12-3.15)
We indicate as GCRNN-IMP and GCRNN-AMP the models equipped with
isotropic and anisotropic MP operators, respectively. Finally, for the standard
RNN baselines, we follow the same template (Equation 3.8-3.10) but use a
single GRU cell instead of the STMP blocks. For LocalRNNs, we train a
RNN for each each time series in the collection. In the FC-RNN architecture,
all the sequences are concatenated along the feature dimension and treated as
if they were a single multivariate time series.
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160 D.1 Additional details on the experimental setup

D.1.2 Hyperparameters

The number of neurons in each layer for all the reference architectures is set
to 64 (reduced to 32 when exceeding the available memory capacity) and the
embedding size is set to 32 for all the reference architectures in all the benchmark
datasets. Analogous hyperparameters were used for the RNN baselines. For
GPVAR instead, we use 16 and 8 as hidden and embedding sizes, respectively.
For GPVAR experiments we use a batch size of 128 and train with early stopping
for a maximum of 200 epochs with the Adam optimizer [Kingma and Ba, 2015]
and a learning rate of 0.01 halved every 50 epochs. For the baselines from the
literature, we use the hyperparameters used in the original papers whenever
possible.



Appendix E

Appendix to Chapter 5

In Chapter 5, we use the same architectures and hyperparameters adopted
in Chapter 4 and detailed in Section D.1. We refer to [Cini et al., 2023c| for
additional details.

E.1 Transfer learning experiment

In the transfer learning experiments, we train the models with similar settings of
experiments in Table 5.3. The maximum number of training epochs is decreased
to 150, while the number of batches per epoch is increased to 500. We then
assume that 2 weeks of readings from the target dataset are available for fine-
tuning, and use the first week for training and the second as the validation set.
Then, we test fine-tuned models on the immediately following week (Table 5.5).
For the global model, we either tune all the parameters or none of them (zero-
shot setting). For fine-tuning, we increase the maximum number of epochs to
2000 without limiting the batches processed per epoch and fixing the learning
rate to 0.001. At the end of every training epoch, we compute the MAE on the
validation set and stop training if it has not decreased in the last 100 epochs,
restoring the model weights corresponding to the best-performing model. For
the global-local models with variational regularization on the embedding space,
during training, we set 5 = 0.05 and initialize the distribution parameters as

pi ~U(—0.01,0.01), o, =0.2.
For fine-tuning instead, we initialize the new embedding table Q' € RN %% ag
Ql ~U (_Aa A) )
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162 E.1 Transfer learning experiment

where A = 1d and remove the regularization loss. For the clustering regular-
q

ization, instead, we use K = 10 clusters and sum the clustering loss multiplied
by A = 0.5 to the forecasting objective. We initialize embedding, centroid, and
cluster assignment matrices as

Q~U(-AA) C~U(-AA) S~UO0,1)

respectively. For fine-tuning, we fix the centroid table C and initialize the
new embedding table Q' € RV % and cluster assignment matrix S’ € RV *K
following an analogous procedure. Finally, we increase the weight of the
regularization to A = 10.

E.1.1 Additional results

Tables E.1 to E.4 show additional results for the transfer learning experiments in
all the target datasets. In particular, each table shows results for the reference
architectures w.r.t. different training set sizes (from 1 day to 2 weeks) and
considers the settings where embeddings are fed to both encoder and decoder
or decoder only. We report results on the test data corresponding to the week
after the validation set but also on the original test split used in the literature.
In the last columns of the table, we also show the performance that one would
have obtained 100 epochs after the minimum in the validation error curve;
the purpose of showing these results is to hint at the performance that one
would have obtained without holding out 1 week of data for validation. The
results indeed suggest that fine-tuning the full global model is more prone to
overfitting.

Table E.1. Forecasting error (MAE) on PEMSO03 in the transfer learning setting (5
runs average).

Model Testing on 1 subsequent week Testing on the standard split Testing 100 epochs after validation min.
RNN+IMP 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day
Global 14.86=0.02 15.300.03 16.26+0.08 16.65x0.07 | 16.11x0.05 16.3620.05 16.95x0.04 17.39x0.12 | 16.30x0.10 16.58+0.07 17.62:+0.23 18.33z0.32

Embeddings | 14.53+0.02 14.640.05 15.87+0.0s 16.78x0.12 | 16.03+0.05 16.12x0.05 17.18+0.16 17.82x0.15 | 16.09+0.06 16.16+0.05 17.28x01s 17.94z017
Variational | 14.50+0.01 14.5600s 15.40+0.06 15.65+0.11 | 15.69+010 15.70x012 16.33+0.06 16.52+0.10 | 15.70+0.10 15.70+0.12 16.35+0.07 16.54x0.10
— Clustering |14.58z0.02 14.600.02 15.67x0.08 16.5320.13 | 15.65+0.07 15.71x0.08 16.76+0.15 17.76x0.15 | 15.70+0.05 15.74x0.07 16.80+0.14 17.78=0.14
Embeddings | 14.79+0.02 14.84:0.03 15.49+0.03 16.01x0.08 | 16.06+0.05 16.12x0.07 16.74x0.04 17.2520.07 | 16.08+0.05 16.13x0.07 16.75x0.04 17.29x0.06
— Variational | 15.33+00s 15.390.02 15.83+0.04 16.030.04 | 16.15+0.02 16.20+0.02 16.60+0.01 16.75+0.06 | 16.15+0.02 16.20+0.02 16.600.04 16.76=0.06
— Clustering |14.96z006 15.09z0.06 15.88+0.07 15.81:0.03 | 16.25+0.08 16.2920.06 16.72+0.08 16.87x0.07 | 16.2820.07 16.19x0.05 16.91x0.10 16.93x0.07

ENc.+DEc.

DEc.
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Table E.2. Forecasting error (MAE) on PEMSO04 in the transfer learning setting (5
runs average).

Model Testing on 1 subsequent week. Testing on the standard split Testing 100 epochs after validation min.
RNN+IMP 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day
Global 20.86+0.03 21.59=011 21.84z0.06 22.2620.10 | 20.79x0.02 21.682010 22.10x0.10 22.59x0.1 | 20.89+0.05 21.97+013 22.88+0a7 23.85+0.22
¢ | Embeddings | 19.96x0.0s 20.27<011 21.03x014 21.992013 | 19.87x0.07 20.27+0.07 21.20x015 22.3820.14| 19.88x0.07 20.29+007 21.281014 22.4620.14
ﬁ Variational | 19.94+0.0s 20.19:005 20.71:0.12 21.20+0.15 | 19.921006 20.2310.05 20.82+0.08 21.46+0.13 | 19.9240.06 20.23+0.05 20.82:+0.08 21.47+0.12
5 — Clustering [19.69z006 19.912011 20.480.00 21.91x0.21 | 19.70x0.06 19.96x0.11 20.62+0.00 22.28z0.21 | 19.72x0.07 19.97x0.10 20.65x0.08 22.29=0.21
| Embeddings | 20.10+0.0s 20.27x0.04 20.870.0s 21.4420.00|20.18+0.07 20.3920.05 21.01x0.00 21.70+00s|20.1940.07 20.4020.05 21.0320.0s 21.74x008
E Variational | 20.79+0.06 20.94+0.05 21.23+0.07 21.51:+0.06 | 20.94+0.06 21.10+0.05 21.40+0.08 21.76+0.05 | 20.94+0.06 21.10+0.05 21.40+0.08 21.77+0.05
— Clustering |20.19z0.00 20.45z0.10 20.63x0.06 21.03x0.05 | 20.27x0.00 20.56x0.10 20.81x0.06 21.28x0.06 | 20.75+0.05 20.78x0.05 20.89x0.05 21.35z0.05

Table E.3. Forecasting error (MAE) on PEMSO07 in the transfer learning setting (5
runs average).

Model Testing on 1 subsequent week Testing on the standard split Testing 100 epochs after validation min.
RNN+IMP 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day
Global 22.87+005 23.82:0.08 24.52+0.06 25.40+0.06 | 22.640.00 23.58+0.02 24.20+0.06 25.04x0.06 | 22.7240.05 23.72x0.02 24.45:011 25.48x0.05
¢ | Embeddings | 21.68+007 22.23x0.0s 23.544019 26.11x0.61|22.10+000 22.77+0.05 24.17+024 26.79+0.63| 22. 110,00 22.78+005 24.21+0.22 26.82063
Q\ — Variational | 22.05+0.05 22.430.02 23.23x0.0s 24.40+0.13 | 22.18+0.01 22.59+0.01 23.44+011 24.62+0.3 | 22.18+0.04 22.59+0.04 23.4420.10 24.62+013
:x;i — Clustering |21.75+0.05 22.16+007 23.36+020 26.44+0.26 | 22.03+008 22.52+010 23.85+021 27.12+027 | 22.03+000 22.55+011 23.85+024 27.13x0.28
.| Embeddings |22.50+0.14 22.83x013 23.59+0.12 24.89x0.19 | 22.68+0.12 23.13x0.10 24.04x0.00 2541020 22.6920.2 23.1440.10 24.04x0.00 25.43x0:20
E — Variational | 24.32+0.16 24.60+0.16 25.12+017 25.50015 | 24.2550.14 24.602013 25.16+013 25.562012 | 24.25+014 24.60+013 25.16x013 25.57=0.12
— Clustering |23.02+0.00 23.53+000 24.42+015 24.87+013|23.18+0.00 23.77008 24.66+012 25.24+0.00 | 23.91+016 24.10+015 24.73+010 25.27=0.00

Table E.4. Forecasting error (MAE) on PEMSOS in the transfer learning setting (5
runs average).

Model Testing on 1 subsequent week Testing on the standard split Testing 100 epochs after validation min.
RNN+IMP 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day 2 weeks 1 week 3 days 1 day
Global 15.51+0.05 15.90+0.07 16.87+0.05 17.59+0.04 | 15.36+0.03 15.71x0.06 16.71+0.06 17.41+0.03 | 15.47+0.06 15.87+0.04 17.58+0.16 18.46+0.12
3 Embeddings |15.45+0.0s 15.45+0.06 16.34+0.07 17.15+0.08 | 15.34+0.07 15.32+0.04 16.27+0.07 17.1140.08 | 15.32+0.00 15.30+0.08 16.27+0.05 17.13+0.08
é\: — Variational | 15.3440.04 15.412006 15.83+007 16.3220.11 | 15.214003 15.272000 15.70x0.06 16.19x0.12 | 15.21+003 15.270.05 15.69x0.06 16.19x0.12
% Clustering |15.41+0.06 15.412006 15.96+0.04 16.99+0.07 | 15.27+0.07 15.272007 15.90x0.05 16.99+0.08 | 15.30+0.0s 15.28+0.07 15.90+0.05 17.02+0.10
| Embeddings |15.72+0.06 15.74x0.06 16.41+0.07 16.97+0.08 | 15.61+0.06 15.6140.06 16.3320.08 16.90+0.09 | 15.61006 15.6140.06 16.3520.0s 16.92+0.0
E — Variational | 16.3140.10 16.332015 16.53+015 16.742012 | 16.1320.00 16.142014 16.34x013 16.5520.11 | 16.1320.00 16.142013 16.35x014 16.56=0.11
Clustering | 15.8140.11 15924014 16.11400s 16.5540.10 | 15.7040.10 15.77+011 15.97+0.0s 16.43+0.10 | 15.98+0.06 15.90+0.06 16.01+0.08 16.45+0.11




164 E.1 Transfer learning experiment




Appendix F

Appendix to Chapter 6

F.1 Additional details on the experimental setup

We provide additional details on the experimental settings for the results
presented in Chapter 6.

F.1.1 Hyperparameters

For BRITS, we use the same network hyperparameters of Cao et al. [2018] for
the AQI-36 dataset. To account for the larger input dimension, for the other
datasets we increase the number of neurons to 128 for AQI and METR-LA
and 256 for PEMS-BAY and CER-E. The number of neurons was tuned on
the validation sets. For rGAIN we use the same number of units in the cells
of the bidirectional RNN used by BRITS, but we concatenate a random noise
vector (sampled from a uniform distribution) of dimension z = 4 to the input
vector in order to model the sampling of the data generating process. To obtain
predictions, we average out the outputs of k£ = 5 forward passes. We trained
all the above baselines by sampling at random batches of 32 elements for a
maximum of 300 epochs of 160 batches each and using early stopping with a
patience of 40 epochs. All methods are trained using a cosine learning rate
scheduler with initial value of 0.001, decayed over the 300 training epochs. For
VAR we used an autoregressive order of 5 steps and trained the model with
SGD. Here we used a batch size to 64 and a learning rate of 0.0005. The order
was selected with a small search in the range [2,12].

For GRIN we use the same training configurations of the other deep learning
baselines and the set a hidden dimension of 64 for all the layers. We did the
same for MPGRU. For all the deep learning methods we set the imputation
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166 F.1 Additional details on the experimental setup

window size to W = 24 for all the datasets except AQI-36 for which we use
W = 36 steps, in line with Cao et al. [2018].

For SPIN, we use L = 4 layers, masking connections w.r.t. the missing
observation for the first n = 3 layers. For each layer, we set the hidden size
as dp = 32 and use ReLLU activation functions. For SPIN-H, we use similar
hyperparameters, but increase the number of layers to 5 and introduce K = 4
attention hubs for node with d, = 128. We use learning rate {r = 0.0008 and a
cosine scheduler with a warm-up of 12 steps and (partial) restarts every 100
epochs. Hyperparameters for SPIN have been selected with a small search
on the validation set; we expect far better performance to be achievable with
further tuning. We train SPIN with 300 mini-batches of 8 random samples for
a maximum of 300 epoch with early stopping.

We refer to [Cini et al., 2022b; Marisca et al., 2022] for additional details,
results and ablation studies.
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Appendix to Chapter 7

G.1 Deferred proofs

The following provides proofs for Lemma 1 and Lemma 2.

G.1.1 Proof of Lemma 1
Note that for all A, A" € A = {0,1}*" the Fréchet function Fy can be

expressed as

Sn(A) =3r(A) =Eap, [|A - A'llF] (G.1)

w.r.t. the Frobenius norm, therefore

min §(A) = min Fr(A). (G.2)
Now, note that
§r(A") =Ep, [[|A—- A7) =Ep, [[A+p—p— AF] (G.3)

=Ep, [[|A — plli-] +2Ep, (A — p,p = A')p] + By, [l — A'|[7]

(G.4)

=By, (|14 = plli] +2(Ep,[A] - p.p— A)p+|p - Al (G5)

N

=0

Moreover, as the first term does not depend on A’, the minimum of Fr(A’)
corresponds to the minimum of

N

=A% = (miy — AL (G.6)

ij=1

167



168 G.2 Details on the computation of the SNS likelihood

G.1.2 Proof of Lemma 2

The neighborhood of each node n is sampled independently from the others, so
we derive the proof for a reference node n and the vector ¢ = ®,, . corresponding
to the associated edge scores.

Note that, for every pair of node i, j € S and scalar g € R

P(Gy, > g) > P(Gy, > 9) (G.7)
— efe_(g—%') _ Cdf@ (g) S Cdf¢j (g) _ 6737(9*'1’,7') (G8)

e®i _ e®i
— (e_efg> < (e_e g) . (G.9)

Being e=¢ Y < 1 and the e® monotone we obtain
P(Gy, > g) = P(Gy, > g) < €% > % = ¢; > ¢;. (G.10)

P(A,; = 1) can then be rewritten as

P(A,; =1) =P(Gy, € top-K{Gy, : 1 € S}) =P(Gy, > G) (G.11)
= [ #(Gu 2 peialo) dg (@12

with G being the random variable associated with the K-th largest realization
in {Gy, : | € S} and pdf; its p.d.f., we obtain

P(A,; = 1) > P(A,; = 1) "5 p(G,, > g) > PGy, > g) "EZY ¢, > ¢,
(G.13)

concluding the proof.

G.2 Details on the computation of the SNS like-
lihood

In this appendix, we provide all the steps to obtain the rewriting of the likelihood
on an SNS sample introduced in Equation equation 7.30. The derivations
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provided here follow from the results of Kool et al. [2020].

Dy(Skli) =P (ménG > max Ga%)

1€S\ Sk

€S

=P (mm Gy, > G¢>3\sk>

=P (G, > Gy, Vi € Sk

_ / pdf,,. . (9)P (G, > g.¥i € Si) dg

= [ T1 (-t (@)t (9)do

’LESK
/ IT (1 cdty, (cdizl, ())) dv {omer g 0}
1€SK
/ H — (i ¢3\SK)) dv
1€SE
— exp (b)/ L &P®)—1 H (1 _ueXp(¢i—¢>5\sk+b)) du {u:ve,q)(,b)}
0

1€Sk

1
— exp (QbS\SK + C) / uexp(¢3\sK+C)—1 H (1 P ¢7,+C)) du {C:b—¢5\sK}7
0

1€Sk

which corresponds to the desired rewriting.

G.3 Additional details on the experimental setup

We provide additional details on the experimental settings for the results
presented in Chapter 7.

G.3.1 Synthetic experiments

For the graph identification experiments, we simply trained the different graph
identification modules using the Adam optimizer with a learning rate of 0.05 to
minimize the absolute error. For the joint graph identification and forecasting
experiment, we train on the generated dataset a GPVAR-G filter with L = 3
and () = 4 with parameters randomly initialized and fitted with Adam using the
same learning rate for the parameters of both graph filter and graph generator.
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To avoid numeric instability, scores ® were soft-clipped to the interval (—5,5)
by using the tanh function.

G.3.2 AQI experiment

For the experiments on AQI we use a simple TTS model with a GRU encoder
with 2 hidden layers, followed by a GNN decoder with 2 graph convolutional
layers updating representations as:

ZVW =0 (D'AZYW + vV ZUTY) (G.14)

where W,V € R%*% are learnable weight matrices and o is a nonlinear
activation function (in particular we use Swish [Ramachandran et al., 2017]).
All layers have a hidden size of 64 units. We use an input window size of 24
steps and train for 100 epochs the models with the Adam optimizer with an
initial learning rate of 0.005 and a multi-step learning rate scheduler. For the
GRU baseline, we use a single recurrent layer of size 64 followed by an MLP
decoder with 1 hidden layer with 32 units. For the graph module, we use SNS
with K =5 and 4 dummy nodes and train with Adam with a learning rate of
0.01 for 200 epochs. At test time, we used models with weights corresponding
to the lowest validation error across epochs.

G.3.3 Traffic experiment

As reported in Chapter 7, we use the same architecture and hyperparameters of
the full graph model of Satorras et al. [2022], except for the gating mechanism
which was removed for the graph-based baselines. We train the models for
a maximum of 200 epochs with Adam and an initial learning rate of 0.003
and a multi-step scheduler. Note that we used an initial learning rate lower
than the one used in [Satorras et al., 2022] as we observed it was on average
leading to better performance. In each epoch, we used 200 mini-batches of size
64 for all the model variations, except for the full-attention model for which
—on PEMS-BAY — we had to limit the batch size to 16 due to GPU memory
limitations. For the graph learning module, we used SNS with K = 30 and
10 dummy nodes. We also used a temperature 7 = 0.5 to make the sampler
more deterministic. During evaluation, we used the A* to obtain test-time
predictions.
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Appendix to Chapter 8

H.1 Additional details on the experimental setup

We provide additional details on the experimental settings for the results
presented in Chapter 8. In particular, being the chapter focused on the topic of
computation scalability, we provide details on the hardware platform as well.
We refer to [Cini et al., 2023a| for further details.

H.1.1 Hardware platform

Experiments were run on a server equipped with two AMD EPYC 7513 pro-
cessors and four NVIDIA RTX A5000. Reproducibility of the scalability ex-
periments was ensured by taking timings for the update step of each model
and setting the number of updates performed by each model accordingly (more
details in Sec. H.1.4).

H.1.2 Datasets

For all datasets, the only exogenous variable we consider is the encoding of
the time of the day with two sinusoidal functions. As PV-US has been used
only in this context through the thesis, we report here further details on the
benchmark.

PV-US The PV-US! dataset [Hummon et al., 2012] consists of a collection
of simulated energy production by 5016 PV farms for the year 2006. In the
raw datasets, samples are generated every 5 minute, we aggregate observations

'https://www.nrel.gov/grid/solar-power-data.html
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at 30 minutes intervals by taking their mean. A (small) subset of this dataset
(often referred to as “Solar Energy"?) with only the 137 PV plants in Alabama
state has been used as a multivariate time series forecasting benchmark [Lai
et al., 2018]. To obtain an adjacency matrix, we consider the virtual position of
the farms in terms of geographic coordinates, and we apply a Gaussian kernel
over the pairwise Haversine distances. Similarly to the CER dataset, we set the
window size of the baselines to 36 steps. The code to download and preprocess
the data has been open-sourced together with code to reproduce the observed
empirical results.

H.1.3 Additional details on the SGP architecture

We implemented the deep ESN encoder following the design principles assessed
in previous works |Gallicchio et al., 2018; Lukosevicius, 2012|. In particular,
we decrease the discount factor A progressively at each layer by subtracting
0.1 from its initial value. We also randomly set 30% of the weights of the
networks to 0 to obtain a sparse reservoir. We use tanh as nonlinear activation
function. The recurrent weights are normalized so that the spectral radius of
the corresponding matrix is lower than one [Jaeger, 2001].

For the spatial encoding, we compute the embeddings at the different spatial
scales iteratively. Additionally, we also concatenate to S, the graph-wise average
of the temporal embedding H; to act as a sort of global attribute.

The MLP decoder is implemented as standard feed-forward network with
parametrized residual connections between layers [Srivastava et al., 2015], SiLU
activation function [Hendrycks and Gimpel, 2016] and optional Dropout [Sri-
vastava et al., 2014] regularization.

H.1.4 Training and evaluation procedure

Traffic As previously mentioned, for the traffic datasets we used the same
training settings of previous and kept the same hyperparameters for all baselines
whenever possible. For SGP we selected hyperparameters by performing a small
search on the validation set. In particular, for METR-LA we used a deep ESN
with 3 layers of 32 units each, an initial decay factor of 0.9, and a spectral radius
of 0.9. For PEMS-BAY, instead, we used an encoder with a single layer of 128
units, a decay rate of 0.8, and a spectral radius of 0.9. For both datasets, we
set K = 4 and used the bidirectional encoding scheme. In the decoder, for the
first layer we used 32 units for each group in METR-LA and 96 PEMS-BAY,

Zhttps://github.com/laiguokun/multivariate-time-series-data
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followed by 2 fully connected layers of 256 units each with a dropout rate of 0.3.
The model is trained with early stopping for a maximum of 200 epochs of 300
batch each with the Adam optimizer and a multi-step learning rate scheduler.

Large-scale benchmarks In Table 8.3, we report the time required for a
single model update (in terms of batches per second) and GPU memory usage
for every considered method. To ensure a fair assessment, we record the time
interval between the beginning of the inference step and the end weights’ update
for 150 batches and exclude the first 5 and last 5 measurements (that may have
overheads). We exclude from the computation the overhead introduced — for
every batch — by the edge subsampling strategy adopted for the scalability of
the baselines.

To measure the GPU memory required, we exploit NVIDIA System Man-
agement Interface®, which provides near real-time GPU usage monitoring.

All the experiments designed to measure time and memory requirements
have been run on the same machine on a dedicated reserved GPU. We kept the
models mostly unchanged w.r.t. the traffic experiment. However, we increased
the window size to 36 for the baselines and updated the configuration of
the reservoir for SGP to account for the different time scales. In particular,
we increased the number of reservoir layers to 8 and 6 in PV-US and CER,
respectively, and reduced the number of units accordingly. The difference in
the number of layers between the two datasets is motivated by the choice of
keeping the size of the preprocessed sequences similar. For the same reason,
we also set K = 2 and use the unidirectional encoding to limit the amount of
required storage to a maximum =~ 80 GB for each dataset.

Baselines The LSTM and FC-LSTM baselines are implemented as single-
layer LSTM with 128 units followed by an MLP with one hidden layer of
256 units and dropout rate of 0.1. For DCRNN;, as reported in |Li et al.,
2018|, we set the number of units in the hidden state to 64 and the order
of the diffusion convolution to K = 2; compared to the original mode, we
use a feed-forward readout instead of a recurrent one to enable scalability on
the larger benchmarks. For GraphWaveNet and Gated-GN we use the same
hyperparameters and learning rate schedulers reported in the relative papers.
We implemented all the baselines in PyTorch and PyTorch Geometric (for
graph-based methods) following the open-source implementations provided by
the authors. To improve memory and computation efficiency in MP layers, we

3https://developer.nvidia.com/nvidia-system-management-interface
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use sparse matrix-matrix multiplications instead of scatter-gather operations
whenever possible. We fix the maximum number of training epochs to 300 to
allow all the models to reach convergence, and stop the training if the MAE
computed on the validation set does not decrease for 50 epochs. We evaluate
the models using the weights corresponding to the minimum validation MAE.
For DynGESN we set the hyperparameters of the reservoir to the same ones
used for SGP and increase the number of units to approximately match the
dimensions of the final representation extracted by our method. We trained the
readout with Ridge regression by selecting the weight of the L2-regularization
term on the validation set.



Appendix 1

Appendix to Chapter 9

I.1 Additional details on the experimental setup

We provide additional details on the experimental settings for the results
presented in Chapter 9. We refer to [Cini et al., 2024] for additional details.

I.1.1 Reference architecture

As discussed in Section 9.4, the main empirical results of the chapter (Table 9.1),
were obtained by considering, for all the baselines, a template T'TS architecture
which can be schematically described as follows:

h‘?o = GRU (wi—W:ta u?;fW:t? qz) ) (I 1)
H} =MP, (H).€), (1.2)
H} =MP, (H/,€), (1.3)

4)

@i, = Wil (Wi [hi®|q] +bs) +by,  h=0,1,....H—-1, (L

with £( ) being the ELU activation function [Clevert et al., 2016], W), € R1*d
W), € R4 b, € R, by, € R™ denoting learnable weights. For HiGP, the
template was modified to account for the hierarchical structure as discussed in
Section 9.3.1. Similarly, for the GUNet baselines the template was modified to
take into account the pooling and lifting operations. For the tuned version of
HiGP we simply added skip connections and used a deeper readout.

I.1.2 Hyperparameters and training details

We trained each model with early stopping on the validation set and a batch
size of 64 samples for a maximum of 200 epochs each of 300 batches maximum.
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We used the Adam optimizer with an initial learning rate of 0.003 reduced by
a factor v = 0.25 every 50 epochs. The number of neurons dj, in the layers of
each model was set to 64 or 32 based on the validation error on each dataset.
For HiGP, the regularization coefficient A was tuned and set to 0.25 based
on the validation error on the METR-LA dataset and simply rescaled for the
other datasets to take into account the different magnitude of the input. As
discussed in Section 9.4, we used a 3-level hierarchy with 20 super-nodes in
the middle level and a single super-node (the total aggregate) at the top level.
Intra-level spatial propagation was performed only at the base level. For the
Dift-T'TS baseline, the order of the diffusion convolution was set to k = 2, while
the pooling factor for the GUNet was set to p = 0.1. For what concerns the
experimental results in Table 9.2 we use the same settings used in Chapter 8.
Hyperparameters for HiGP (T) were obtained by tuning the model on the
validation set of both datasets separately.
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